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Abstract—A scheme is proposed to develop image processing and analysis software  based on the generation 
of  thesaurus tables in the interpreter's kernel. The scheme is based on the combined features  of  dynamic 
libraries and an interpreter with a set of  functions  for  image processing. As a result, the program can be 
divided into two parts: the first  is aimed at professional  software  developers, and the second at users. The 
interpreter is able to use extra functions  of  dynamic libraries. It makes it possible to change the properties of 
the software  without compilation. On the other hand, users can change the graphical interface  to improve the 
convenience of  the workplace. 
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INTRODUCTION 

Today, such a field  of  human knowledge as com-
puter engineering involves many different  directions 
that affect  software  features.  As a rule, software  sup-
port has specific  requirements for  the organization of 
programs, depending on active tasks, user skills, and 
workplace design. Thus, modern requirements on 
image analysis software  require the dynamic organiza-
tion of  functions,  user interface,  data management for 
methods of  image processing, etc. 

Any software  can be divided into compiled pro-
grams and interpreters. Sometimes a program is repre-
sented as a combination of  these options. Such soft-
ware should have a kernel that includes the following 
components: GUI (graphical user interface),  basic 
functions  and commands, and different  types of  data. 
The interpreter is commonly used to preserve the his-
tory of  operations applied to the processing of  new 
images of  the same type. In this case, it makes it possi-
ble to create additional simple functions  based on ker-
nel features  without changing software  [1]. We propose 
taking advantage of  the interpreter as a nucleus for  cre-
ating software.  In this case, the interpreter acts as a 
manager of  actions and events. It supports the imple-
mentation of  functions,  calculations, and GUI events. 
In this case, it is possible to change the software  design 
without compilation. On the other hand, complex 
functions  and calculations are performed  in external 
statically compiled modules. This saves computing 
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speed at the same level as in compiled software.  Today, 
such software  architecture organization is used for  web 
development and in games. It is called "open software 
architecture" [2]. 

Any intelligent application studies objects in terms 
of  their origin, structure, functions,  and the area of  the 
problem being solved (e.g., medical problems [3]). 
Practical solutions with a specific  area of  application 
are critical in shaping the program and include 

(1) Identification  of  the type of  objects and their 
main classes. 

(2) Analysis of  object interactions and reactions 
required in the formulation  of  a problem. 

(3) Detection of  scenes to create a general picture 
of  the problem. 

(4) The practical context in a scene towards the 
solution of  the problem. 

A necessary condition for  achieving these objec-
tives is the systematization, structuring, and, in a 
sense, formalization  of  knowledge in data processing, 
analysis, and pattern recognition. It is known that one 
of  the effective  ways to represent knowledge is domain 
ontology. Ontologies are used to express a formal 
machine-interpretable description of  the semantics of 
data of  a field  of  knowledge and are a suitable tool for 
knowledge representation used to extract information 
from  images. 

Image analysis is an extremely rapidly growing sec-
tor of  computer science, and therefore  its conceptual 
structure is changing dynamically. On the other hand, 
the efficiency  of  research in image analysis and solving 
applied image analysis problems depends to a large 
extent on the standardization and formalization  of  the 

ISSN  1054-6618,  Pattern  Recognition and  Image  Analysis, 2013, Vol.  23, No.  2, pp. 269-277.  © Pleiades  Publishing,  Ltd.,  2013. 

mailto:NedzvedA@tut.by
mailto:igourevi@ccas.ru
mailto:ytrusova@ccas.ru
mailto:ablameyko@bsu.by


270 NEDZVED et al. 

used descriptions and representations of  both images 
and descriptions of  methods of  their processing, anal-
ysis, and recognition. Thesaurus representation of 
image analysis domain can be used as standardization 
and formalization  tool, as well as to provide skilled and 
unskilled users solving image analysis problems, with 
access to image analysis knowledge, e.g., by creating 
an effective  universal image analysis program. It is 
important here that the thesaurus for  image analysis 
and the ontology constructed on its basis will make it 
possible to use convenient and effective  procedures to 
access standardized and structured representations of 
that knowledge. 

In the most general definition,  a thesaurus is a ter-
minological resource consisting of  a glossary of  terms 
used to describe the concepts of  a domain with speci-
fied  relationships between terms. 

Actions performed  in image analysis are regular 
and depend on an assessment of  image quality and 
objects in it. The correspondence of  image features 
and image processing functions  is performed  by the 
thesaurus as a list of  matching processing operations 
and image analysis rules. In this paper, medical images 
were selected for  analysis. Modern computer systems 
supporting the analysis of  medical images have differ-
ent sets of  functions  and interfaces.  At the same time, 
the most commonly used methods for  analyzing med-
ical images operate on standard algorithms that make 
it possible to obtain good results. The group of  mor-
phological characters used to detect medical objects in 
such systems usually has no links to the functions  [3]. 
This focuses  systems to address specific  problems. 

This paper proposes a scheme for  the development 
of  software  for  images processing and analysis based 
on the generation of  thesaurus tables in the inter-
preter's kernel. The scheme is based on combined fea-
tures of  the dynamic libraries and interpreter with a set 
of  functions  for  image processing. As a result, the pro-
gram can be divided into two parts: the first  part is 
aimed at professional  software  developers, and the 
second part, at users. The interpreter is able to use the 
extra functions  of  dynamic libraries. This makes it 
possible to change the properties of  the software  with-
out compilation. On the other hand, users can change 
the graphical interface  to improve the convenience of 
the workplace. 

DEVELOPMENT OF THE STRUCTURE 
OF THE SET OF DESCRIPTORS 

FOR IMAGE ANALYSIS 

Any domain is based on a system of  concepts. The 
simulation of  a domain is a difficult  task because of  the 
need to combine individual conceptual models of  the 
world by different  experts, organizations, communi-
ties, etc., and to create a single model that would not 
cause significant  discord. Elements of  the domain 
model are concepts, links (relationships) between 

concepts, and properties of  these concepts and rela-
tionships. Relationships are used to identify  a particu-
lar concept in the context of  other concepts, and prop-
erties are used to further  clarify  the characteristics of 
the concept. In general, the construction of  the 
domain model makes it possible to develop a common 
understanding of  the new field  of  knowledge and to 
identify  common vocabulary (terminology) to be 
shared within a particular community. 

Recently, researchers in the field  of  computer sci-
ence and, in particular, in the area of  artificial  intelli-
gence, have been actively using the term "ontology," 
which has been borrowed from  philosophy. 

One of  the first  definitions  of  "ontology" in the 
context of  conceptualization and representation of 
knowledge was given in [4]: "Ontology defines  the 
basic terms and links (relationships) between the terms 
to form  the vocabulary of  the domain and rules of 
combination (association) of  terms and links (rela-
tionships) to expand the vocabulary." In this paper, a 
thesaurus representation of  the ontology of  the 
domain of  image analysis is used. 

One of  the main objectives of  creating a thesaurus 
is to develop its structure. For each concept of  the 
domain, a set of  terms used to describe this concept is 
assigned in the thesaurus. One of  these terms (the pre-
ferred  one) is chosen as a descriptor, and the rest are 
ascriptors (synonyms). 

The structure of  the set of  descriptors for  image 
analysis is determined by the state of  the art of  image 
analysis and recognition theory, experience in solving 
applied problems, functional  requirements, and the 
specifics  of  the lexical content of  the domain language. 
It includes the following  basic elements [5]: 

(1) Topics (thematic sections) of  descriptors. 
(2) Functional categories of  descriptors. 
(3) Set of  relationships between descriptors. 
(4) Scheme of  an entry. 
The development of  any thesaurus includes the 

definition  of  the thematic coverage. The following 
areas are defined,  in accordance with which thematic 
sections of  vocabulary are formed  in a set of  descrip-
tors for  image analysis: 

(1) Terminology describing the image itself. 
(2) Image processing. 
(3) Image analysis. 
(4) Image recognition. 
(5) Pattern recognition. 
(6) Applied problems. 
(7) General mathematical terminology. 
Based on the specifics  of  the subject area of  "Image 

Processing, Analysis, Recognition, and Understand-
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ing," the following  categories of  terms are included in 
a set of  descriptors for  image analysis. 

(1) Objects Category: 
1. Names of  images (e.g., binary image, raster 

image, 2D image, quantized image, etc.). 
2. Names of  elements of  images (e.g., edge, region, 

pixel, etc.). 
(2) Task Category: 
1. Names of  image processing tasks (e.g., image 

enhancement, image restoration, image quantization, 
etc.). 

2. Names of  image analysis tasks (e.g., image seg-
mentation, texture analysis, etc.). 

3. Names of  pattern recognition tasks, including 
the names of  the tasks of  image recognition (e.g., clus-
ter analysis, error estimation, etc.). 

3) Approaches Category: 
1. Names of  approaches to image processing (e.g., 

wavelet-based image processing, etc.). 
2. Names of  approaches to image analysis (e.g., 

model-based image analysis, etc.). 
3. Names of  approaches to pattern recognition 

(e.g., statistical pattern recognition, etc.). 
(4) Methods Category. It includes 
1. Names of  image processing methods (algo-

rithms) (e.g., fractal  image compression, equal inter-
val quantization, etc.). 

2. Names of  image analysis methods (algorithms) 
(e.g., structural texture description method, adaptive 
edge detection, etc.). 

3. Names of  pattern recognition methods (algo-
rithms), including the names of  image recognition 
methods (e.g., image algebra-based technique, EAC-
based technique, etc.). 

(5) Tools Category: 
1. Names of  image processing tools (operators, 

transformations,  and filters)  (e.g., median filter,  dis-
crete Fourier transform,  etc.). 

2. Names of  image analysis tools (e.g., Prewitt edge 
detector, Sobel edge detector, etc.); 

3. Names of  tools of  pattern recognition, including 
the names of  image recognition tools (e.g., maximum 
likelihood decision rule, cluster assignment function, 
etc.). 

(6) Characteristics Category: 
1. Names of  tool characteristics (e.g., threshold, 

structuring element, convolution kernel, etc.). 
2. Names of  image characteristics (element 

descriptions) (e.g., brightness, color model, contrast 
difference,  etc.). 

One of  the main differences  of  a thesaurus from 
other dictionaries, such as glossaries, is that basic 
semantic relationships between terms are indicated in 
the thesaurus. In addition to standard types of  rela-

FEATURES 

Fig. 1. Classification  scheme of  "homomorphic filtering" 
concept. 

tionships, i.e., equivalence, hierarchy, and associativ-
ity, for  image processing the necessity was established 
to include into the thesaurus the following  links 
between specific  to the subject area descriptors: 

(1) Task—Method, e.g., image segmentation— 
edge-based image segmentation. 

(2) Method—Tool, e.g., gradient-based edge detec-
tion—Sobel edge detector. 

(3) Object (image view)—Method, e.g., binary 
image—binary noise reduction. 

(4) Tool—Result, e.g., edge detection operator-
edge image. 

(5) Tools-Tool characteristic, e.g., image opening 
operation-structuring element. 

Fig. 1 shows an example of  a classification  scheme 
of  the concept homomorphic filtering  illustrating asso-
ciations between different  categories of  descriptors. 

A more detailed description of  the developed the-
saurus and ontology based on it can be found  in [5, 6]. 

GENERAL SCHEME FOR PROCESSING 
HISTOLOGIC SPECIMEN IMAGES 

The processing of  medical images can be divided 
into several stages 

1. Input of  image and improvement of  its quality. 
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tissue 

Contrast Complex With separate With arbitrary Oriented elongated Elongated objects with 
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Fig. 2. H i e r a r c h i c a l s t ruc tu re of  h i s to log ica l t issue. 

2. Segmentation. 
3. Identification  of  objects. 
4. Measurement of  objects and calculation of  their 

characteristics. 
5. Analysis. 
Each step consists of  different  sequences of  func-

tions. Their use depends on the properties of  the image 
or its estimates, which can be determined in most 
cases, e.g., evaluation of  contrast, noise, or blur. We 
can construct a table of  image processing functions 
and evaluations of  image properties. 

For example, the use of  segmentation methods for 
a histological image depends on many conditions. 
Typically, an image is divided into separate areas for 
analysis of  histological specimens. Thus, the segmen-
tation process (e.g., determination of  homogeneous 
areas in the image) is considered a major step for  a for-
mal description of  the scene. This is necessary to 
determine the right set of  functions  and their charac-
teristics in order to choose the best segmentation 
method. 

The required histological objects are defined 
according to the tasks to be solved [7]. Automatic 
analysis of  histological specimens can be done based 
on the topological features  of  the image. This makes it 
possible to define  the entire procedure for  the study of 
its origin. However, automatic analysis in histology 
depends on optical zoom. In each magnification, 
there is a definite  group of  topological features  of  tis-

sue and its components, so it is better to conduct such 
an analysis for  different  levels of  magnification. 

Figure 2 shows the general scheme of  the hierarchi-
cal analysis of  objects for  histological images. Differ-
ent fragments  of  tissues composed of  groups of  homo-
geneous cells and fibers  form  the whole image of  the 
histological specimen. As a rule, these objects repre-
sent a certain texture. Thus, algorithms of  growth of 
areas are popular methods for  its allocation. 

The assessment of  features  of  the image makes it 
possible to determine the functions  necessary for  its 
processing. 

As a result, a table of  relations of  functions  and 
evaluations of  image characteristics is constructed 
(Fig. 3). 

At each implementation step, priorities are defined 
for  functions.  For example, in order to improve the 
image, impulse noise is removed and the next priority 
level will be assigned to functions  to improve contrast 
and correct object borders. Priorities determine the 
order of  execution of  functions  and the need for  addi-
tional analysis of  image features. 

Image processing functions  are among the main 
topics of  computer vision. It corresponds to their use 
for  changing the image. Each function  changes the 
properties of  the image and is used for  specific  pro-
cessing. Properties and function  features  should be 
described in the global table of  the interpreter and be 
accompanied by additional information. 
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Global image 
analysis 

Fig. 3. General scheme of  hierarchical analysis of  histological images. 

4. DEVELOPMENT OF SOFTWARE 
FOR HISTOLOGICAL IMAGE ANALYSIS 

In order to develop the block diagram of  the soft-
ware interface  and architecture, the functionality  and 
compatibility of  available software  development tools 
are assessed. 

Based on materials on the website of  Guillaume 
Marceau [1], who in his study used 72 parameters to 
assess implementations of  programming languages 
and compared them on the basis of19  special tests, the 
Lua interpreter was chosen as the kernel [8]. 

Our system is based on the Lua language inter-
preter. It is used as a basic module and provides the 
interaction between complex components. A GUI and 
global variables and structures of  the image were addi-
tionally included into the kernel of  the interpreter. The 
GUI architecture is implemented by combining the 
Highgui library from  the OpenCV package [9] and Qt 
libraries [10]. Image processing and analysis functions 
are supported by means of  communication of  the 

OpenCV library with Lua, which is implemented in a 
separate library. 

The structure of  the image is defined  in a GUI 
module based on the OpenCV library, which is respon-
sible for  the visualization and presentation of  images. 
Headlines of  the image structure are defined  as global 
pointers of  the Lua interpreter and have a special type, 
i.e., for  user data. This type (Userdata) corresponds to 
indicators of  the address range of  the computer. This 
module also includes functions  for  image read-
ing/writing and simple functions  for  image processing 
and selection of  the interactive contour. All interactive 
functions  return values to a separate table of  inter-
preter data, changing its state. For tasks of  monitoring 
of  various diseases, it is possible to use multiple mod-
ules simultaneously. In this case, the interaction is car-
ried out using global variables of  the Lua interpreter 
and properties of  user data of  interpreter type. 

During image processing with the Lua kernel, basic 
sets of  instruction sequences are used; however, during 
the processing instructions in the script can be 
changed, which affects  the result of  image analysis. 
Thus, the entire process of  processing and image anal-
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Histological image analysis software 

NEDZVED et al. 

Fig. 4. Scheme of  intelligent software  with self-programming  capabilities. 

ysis is formed  by several sets of  scripts connected by 
nodes, providing results dependent on particular con-
ditions of  the problem. The communication between 
nodes in the same scenario is implemented by direct 
function  calls by event-slots or by a virtual explosion of 
the method for  its first  entry. Adding new advanced 
functions  to processing and analysis is carried out by a 
group of  developer functions.  New functions  are 
determined by variables of  the global table of  the Lua 
interpreter. 

The internal control of  software  is conducted by 
Lua text scripts, which are divided into two categories 

(1) Scenarios for  the analysis of  sequences of 
images. 

(2) Scenarios for  operational functionality  and 
configuration  of  software  on user workstations. 

All scenarios—scripts are stored in text format  and 
are easily accessible; however, they cannot be modified 
only by developers and users do not have such rights. 
Software  management scenarios make it possible to 
create new advanced functions  for  image analysis and 
processing. 

The script generation module defines  new features 
of  the program as a set of  simple functions  from  the 
libraries described above. It includes an intelligent 
component for  associating the image processing 
results with the characteristics. Of  course, this option 
can be implemented only for  specific  tasks. In our 
case, problems were focused  on histological analysis of 
images. Each interpreter defines  the functions  accord-
ing to a particular table. In our scheme, such a table is 
used later to determine the relationship between char-
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acteristics of  the image with the functions  of  the pro-
gram included in the control script. As a result, the 
software  acquires intellectual self-programming  possi-
bilities. 

The script generation module consists of  two parts, 
i.e., image analysis evaluation and generation itself. 
The determination of  the structure of  the script begins 
with a global analysis of  images, which includes speci-
fication  of  the following  characteristics: the descrip-
tion of  the histogram and main characteristics of  the 
statistical analysis of  pixel distribution, fractal  evalua-
tions, and description of  the texture. Based on these 
estimates, necessary sequences of  functions  for  image 
processing are formed.  For example, evaluations 
obtained in analyzing image noise and blur are used to 
determine the necessary filter  sets that affect  the over-
all quality of  the image. After  comparing estimates 
from  a broader global table of  the interpreter, a script 
is generated for  image preprocessing in order to 
enhance its quality. 

Local image analysis is performed  using convolu-
tion with different  filters  and statistical analysis of  lin-
ear profiles  of  image fragments.  Such an analysis 
makes it possible to estimate characteristic cell borders 
and contrast. This assessment determines the func-
tions to enhance image contrast and underscore 
boundaries. After  the image is changed, the result is 
again evaluated. If  the image is of  poor quality after 
image analysis and determination of  the correction 
function,  the procedure should be repeated. As a 
result, a robust script is formed  that can be changed by 
the user or developer if  necessary. This scenario is only 
a suggestion to improve image quality and determine 
the user control parameters of  the interface.  The same 
mechanism is used for  image analysis by the function 
that determines the phases of  image segmentation and 
postprocessing. 

As a result, the program generates sets of  scripts 
that correspond to the function  for  selecting desired 
objects. It can be used to determine histological 
objects in an image. Scenarios for  selecting kernels 
and membranes in histological images were developed 
for  our program. Then the characteristics of  objects 
are calculated. This is necessary to identify  types of 
objects that are represented in the image. Initially, 
objects are divided into five  main types of  structures: 
areal, front,  needles, dendrites, and networks. This 
object recognition procedure begins to execute a cas-
cade of  operations on the selection of  objects. The 
direction and organization of  this cascade depends on 
the type of  tasks. The use of  global fractal  and textural 
characteristics is the first  step in detecting the geomet-
rical type and shape of  the description of  the object. 
Then different  characteristics and their combinations 
are used in the cascade. 

In order to determine the image processing func-
tion in the scenario, we tried to use a Kohonen neural 
network [11, 12]. For this class of  neural networks, the 
key element is the Kohonen layer. It consists of  adap-
tive linear combiners. Assessments of  global condi-
tions of  the image are used as weights in the neural net-
work. The adjustment of  input weights and the net-
work signal quantization vector are closely related to 
the cluster analysis algorithm (e.g., by dynamic ker-
nels or K-means). 

The script generation module uses Lua metatables 
of  functions  for  image processing with added image 
evaluation information.  Such tables of  function  deter-
mination are implemented in the Kohonen neural 
network as sets ofweights.  As a result, the module gen-
erates scenarios for  various image processing tasks in 
the form  of  text files.  Users can analyze and change 
these scenarios. 

7. CONCLUSIONS 

The technology of  software  development based on 
automatic generation of  scripts, which include a set of 
simple image processing functions  for  different  prob-
lems of  analyzing histological tissue. This software  is 
based on open architecture principles, which make it 
possible to change the design in real time without 
compilation at the user's workplace. On the other 
hand, the program run time is the same as in the com-
piled version. The proposed software  architecture 
facilitates  the development of  programs for  medical 
image analysis, in particular, histological analysis. 

The use of  such principles in the development of 
programs can significantly  facilitate  the development 
of  software.  This is because packages developed under 
the open architecture principle pass two development 
stages: the compiled and interpreter stage. As a result, 
the cycle of  life  and growth of  the software  is extended 
considerably. In addition, the dynamic parameters of 
the program are significantly  improved, because when 
interpreter components are used, the program can be 
easily modified  and adapted to new challenges. How-
ever, in order to implement such a modification,  spe-
cial knowledge is required. The use of  an intelligent 
agent equipped with appropriate means of  relation-
ships between descriptors and functions  in this scheme 
allows for  self-modification  of  the software  or by a reg-
ular user without the help of  a specialist. The technol-
ogy was successfully  tested for  histological image anal-
ysis problems. In the future,  it will be adapted to other 
problems related to image processing. This technology 
will be developed according to the scenario from  the 
construction of  the concept of  the problem to the for-
mation of  the user interface  and the algorithm for  solv-
ing the problem. 
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The results of  applying this technology can impact 
not only the concept of  the software,  but also the 
progress of  clinical diagnostics. The following  results 
of  this work are important in the diagnostics and mon-
itoring 

(1) Improvement in diagnostics quality and reduc-
tion in the risk of  false  diagnosis due to automation of 
age peculiarities. 

(2) Faster early diagnosis of  neoplastic processes in 
organs. 

(3) Improvement in quality of  monitoring primary 
and residual tumors in organs. 

(4) Optimization of  stratification  of  treatment 
based on analysis of  characteristics of  volume-struc-
tural measurements of  a tumor in the treatment pro-
cess. 

(5) Introduction of  objective methods for  automat-
ing diagnosis and monitoring neoplastic processes in 
organs by processing of  2D and 3D images into other 
medical facilities  and diagnostic systems. 

Currently, this technology has been implemented 
in the QTIP pilot program complex, which is used for 
solving problems of  disease diagnosis using histologi-
cal images. In the future,  it will be adapted for  nanos-
cale, satellite, and aerial survey images. In order to 
achieve this goal, it is necessary to create new descrip-
tive attributes, which should be associated with image 
processing functions. 

In addition, the overall design of  this software  will 
certainly manifest  itself  in the short term in construct-
ing complex software  systems. 
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