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SYSTEM FOR AUTOMATIC PARALLELISATION OF PROCESSING LARGE
VOLUMES OF IMAGES USING MULTI-USER RESOURCES

A. Nedzvedl, A. Belotserkovskyl, A. Khmelkov’
"United Institute of Informatics Problems of the NAS of Belarus, Minsk;
*Belarusian State University, Minsk
e-mail: nedzveda@tut.by

In this paper, we considered a problem of specific software development for parallel processing of
large volume of image. It is based on concept of generating a list of tasks and distributed at different
computational resources. The effectiveness of such a system is gained due to interaction between database,
command interpreter for image analysis and monolithically compiled programs.

Introduction

It is quite complicated to replicate in computerized applications tools for automated image analysis
if we need a full universal support of workplace in several ways [1]. Thus, we come to the necessity of
using the already popular notion of Software Flexibility. It mustn’t be confused with a flexible
development methodology — “Agile software development”, — the concept, which is quite popular as a
new feature of software applications. The generally accepted definition of software flexibility has been
given by IEEE [2] (Flexibility: “The ease with which a system or component can be modified for use in
applications or environments other than those for which it was specifically designed”). It can be
challenged on a number of positions. In addition there is already a number of metrics at the moment,
characterizing the degree of flexibility of the developed environment [3] but sometimes it contradict with
each other. This issue is actually not the subject of this paper, since authors are pursuing the global goal to
offer the architecture of applied task-driven system that would later allow:

— aiding image analysis, by making the results quantitative, reproducible, and objective;

— selecting relevant subsets of features in diagnostic tasks, by tracing the set of features most
commonly used by experts;

— discovering new knowledge, by allowing the extraction of novel features and the execution of
statistical tests for evaluating their significance;

— supporting decision making since it can be considered as a first step in the development of a
knowledge base for automated analysis and diagnosis.

At this stage, we propose conceptual schemes for process management of image processing system
(as an application domain), and generating a user interface, with the intellectual, social (collaborative,
recommending) component according to specific needs of certain users and developers. It allows
modifications and building-up the functionality due to the wide use of workflows (processing scripts),
which obviously will contribute to solve a problems described above.

1. Properties of Image Analysis Software

As of applied needs there are plenty of modern software for image analysis already developed at the
moment. It sense of way they were built we can distinguish six types of applications:

— application programming interface (API) — a set of functions or routines that are designed to
solve a specific task or are allowed to interact with a specific software component (for example VIGRA,
IM);

— script application — number of instructions (a programm) writted using scriprt paradigm for
special run-time environment that can interpret (rather than compile) and automate the execution of tasks
which could alternatively be executed one-by-one (for example luaCV scripts , TCL-ITK);

— plug-in — a software component that adds a specific feature to an existing software application
(for example ImageJ);

— software component — is a software package, a web service, a web resource, or a module that
encapsulates a set of related functions (or data) (for example toolboxes for Matlab, Matcad);

— event component are handled synchronously with the program flow, that is, the program has
one or more dedicated places where events are handled, frequently an event loop (for example IMAQ);

— source code is any collection of computer instructions (possibly with comments) written using
some human-readable computer language (OpenCV, ITK).
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Though these types are mixed for different software packages (for instance, libraries IM, OpenCV
may b classifed as API and source code also), each type of software has certain differences and
properties. They either offer a high degree of adaptability with little or no assurance over consistency or
severely restrict change to achieve consistency (fig. 1). Source code, depicted in the lower right corner,
offers complete adaptability because it permits third parties to change the applications source code, its
principal behavioral specification. In theory, any change is possible. In practice, the burdens of
understanding a source code good enough to make changes coupled with verifying the correctness of
those changes poses significant hurdles, especially for large intricate software systems. While any change
is possible, few if any assurances are provided over those changes. In response, various strategies have
been devised that help raise confidence in source code changes, and hence an applications consistency.
These include confining change to certain source files and verifying application invariants using
embedded assertion statements or test scripts. The consistency gained using these measures cuts off
certain avenues of adaptability.
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Fig. 1. Dependency between adaptability and consistency offered
by current realization techniques for image analysis software

Monolithic applications, which lack such mechanisms, represent the opposite extreme. By prohibiting
third party change, application developers can guarantee a high degree of consistency. Incorporating
techniques of developing into these applications, by utilizing APIs or component architectures for example,
increases adaptability by permitting third parties to change certain aspects of the application, but
simultaneously introduces the possibility that those changes could violate consistency.

2. Tools for Image Analysis

At first, data are processed using temporary file, which allows us to analyze records (images). Then,
a transfer by calling a run-time library is performed. The system was designed as the main module. It
provides interaction of complex components as it is built on the interpreter of Lua language

Lua is a register-based virtual machine. Traditionally, most virtual machines intended for actual
execution are stack-based ones. Algorithms, designed with Lua, are optimized by tables and used as
arrays: unlike other scripting languages, Lua does not offer an array type. Instead of it Lua programmers
use regular tables with integer indices to implement arrays. Lua uses a new algorithm that detects whether
tables are being used as arrays. These algorithms automatically store the values associated to numeric
indices in an actual array, instead of adding them to the hash table (fig. 2). This mechanism uses an array-
based stack to store activating records. There is a novel approach to function closures that keeps local
variables in the array-based stack and pushes them to the heap. Every package included in Lua is
represented in such table-array.

We set two additional columns in this table to define vector of probability coefficient of image
characteristics and vector of coefficient of the target. In this case the target is considered as characteristics
of the image processed by current function. These vectors allow to select image processing function on a
base of characteristics analysis.
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Fig. 2. Script generation cycle for image processing and analysis

All vectors are collected by comparing with image characteristics by means of Lua-table. This collection
is sending then tolntelligent Agent to generate a new script. Script processes the image and changes
characteristics. These characteristics are pushed to Lua-table then to generate a new collection for Intelligent
Agents and to represent in User Interface together with processed image. In result software modifies itself and
changes processing properties and interface. Image structure is determined by a module of graphical interface
into OpenCV library, which is responsible for visualization and representation of images. Headers of image
structures are global variables-pointer of interpreter LUA and have special type — user data. User data
correspond to pointer in computer address space. This module also includes image read/write function, simple
functions of image processing and interactive contouring. All interactive functions return values in the event
block, which changes global variables of interpreter. For tasks of monitoring space-occupying lesion a
simultaneous usage of several modules is required. In this case, an interaction has been performing by using
global variables of the Lua interpreter and properties of user data type.

3. Multitasking system for big data image processing tools

A principle scheme to process and analyze large image volumes based on task tables is proposed
was proposed were each of computer systems has its own priority for any task . At every step, functions
are indicated by priorities. For instance, for image enhancement the higher priority is defined to noise
removing, next priority level includes contrast enhancement and correction of the borders. Priorities
determine the order of functions application and necessity of re-analysis using Neural Network. The
variable of priority determines location of function in the generated script. In consequence such software
has intelligent self-programming possibilities. the concept is based on combination of dynamic libraries,
databases and the interpreter features with a set of image processing functions. As a result, the software
can be divided into two parts: the first one is focused on an independent application design, and the
second one is related to applied users. The interpreter has an opportunity to use additional functions of
dynamic libraries. It allows to change software properties and avoide the compilation stage. On the other
hand, users can change a task in a database, which allows to parallelize and control its execution process.

It is known that idea of parallel computing is based on the fact that the problems can often be
divided into a set of smaller problems, which can be solved simultaneously. Parallel computing is
presented in several forms: the bit level parallelism, instruction level parallelism, data parallelism, and
task parallelism. In our case, data parallelism will be used. The main idea of the approach based on the
data parallelism is that of one operation being performed on all the data array elements. Various fragments
of such an array are processed using different processors being nearby or distributed in a computer
network. The data distribution between the processors is carried out by the software.

In common, system is constructed from four basic software components: file server for images set, data
base for tasks management, manager for generating sets of tasks and manager for task execution (fig. 3).
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File server stores all images (original one and processed). All managers are realized as client
application. The manager of tasks generating spends estimation of images from file server. Evaluation of
image marks is performed based on a specialized tool as described above This manager creates a list of
tasks by linkages image estimation marks with commands of image analysis and processing solutions and
user decision. This list is stored in the database. Simple manager of tasks execution takes first command
with special status form database and push it to execution. It changes status of command for every stage
of processing. In result sets of images are processed by different computing resources at the same time. It
decreases a computational cost of image analysis. Parallel computing systems are physical computing and
the software systems performing, in one way or another, parallel data processing on many computational
nodes. On each processor of the multiprocessor system, a single-threaded process is implemented which
communicates with the processes running on other processors using the messages. One sequential
function that processes one image (or group of the coupled images) is developed, and the system provides
application of this function to large image volume in a parallel mode. It allows to focus on developing the
image processing algorithms while avoiding the distraction related to parallel processing implementation.
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Fig. 3. Information flows of multitasking system for big data image analysis

Conclusion

The technology of software development based on the automatic generation of the scripts including
the set of simple image processing functions for a variety of problems of large image sequences analysis.
This software is based on the open architecture principles and allows to change the design on the user
workstation without compilation stage on the real-time basis. At the same time, the program execution
time remains the same as the one in the compiled version. The software dynamism is significantly
improved as using the interpreter components, the software can be easily modified and adapted to solving
new problems. In addition, the overall concept of such software development will definitely show its
worth in complex software systems designing in the nearest future.
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Ve med. 1. 39,5, Ya.-uzn. 1. 32,9. Tupax 100 sk3. 3akas Ne 16.

W3 narens u noaurpaduaeckoe UCIOTHEHUE:
I'ocynapcTBeHHOE HaydHOE yupexaeHne «O0be IMHEHHBIN HHCTUTYT MpobiaeM
nHpopmatuku HanmonansHol akanemun Hayk bemapycu».
CBHIETETBCTBO O TOCYAAPCTBEHHON PErUCTPAIlUH U3aTeNsl, U3TOTOBUTENA,
pacnpoCTpaHUTENs eYaTHBIX U3JaHUH
Ne 1/274 o1 04.04.2014 r.

V1. Cypranosa, 6, 220012, Munck
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