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Welcome Words
from the PRIP’2007 Chairman

On behalf of the Conference Organizing
Committee it is my great pleasure to welcome you at
the Ninth International Conference on Pattern
Recognition and Information Processing. The
conference is the main biennial event of the
Belarusian Association on Image Analysis and
Recognition. The previous conferences PRIP’2005
and PRIP’2003 were held respectively at the
Belarusian State University of Informatics and
Radioelectronics and the Belarusian State University.
PRIP’2007 is held at the United Institute of
Informatics Problems of the National Academy of
Sciences of Belarus. It is endorsed by the
International Association for Pattern Recognition.

All submitted papers were reviewed by two reviewers and 108 papers were selected
for presentation at the conference and inclusion into the conference proceedings.

The conference would not take place without the help of many people. Therefore I
would like to express my sincere gratitude to all members of the Program Committee and
reviewers for their help in reading and selecting papers, to the members of the Local
Organizing Committee for the hard work on arranging the conference, communication with
the conference participants, preparation of the proceedings.

We gratefully acknowledge the National Academy of Sciences of Belarus and the
Belarusian Republican Foundation for Fundamental Research for their financial support of the
conference.

I am very glad to welcome you to Minsk and hope for the conference success that it
will be interesting and useful for the participants.

Alexander Tuzikov
Minsk, Belarus, May 2007



RECONSTRUCTION OF HISTORIC IMAGES TAKEN IN 1900°S BY THE
TECHNIQUE OF TRIPLE COLOR PHOTOGRAPHY: PROBLEMS AND
SUGGESTED SOLUTIONS

V. Minachin!, D. Murashov?, Yu. Davidov?, D. Dimentman®
'Dorodnicyn Computing Centre of the Russian Academy of Sciences,
Moscow, Russia,;
2“Restavrator-M” Ltd., Moscow, Russia;
3State Historical Museum, Moscow, Russia

The problems related to the restoration of digital images reconstructed in color from
triple black and white negatives taken in 1900’s by the technique of triple color photography
are considered and solutions are proposed. Classification of defects in images acquired by
scanning triple glass negatives is developed. Automatic algorithms for detecting, identifying,
and correcting defects in registered color images are proposed and discussed.

Introduction

In this paper we consider problems related to the restoration of digital images
reconstructed in color from triple black and white negatives taken by S.M. Prokudin-Gorsky.
In 1905-1916 S.M. Prokudin-Gorsky (1863-1944), an early 20" century Russian photographer
and researcher, has created "The Collection of the Splendours of Russia in Natural Colours™ -
the unique set of colour photographs of the Russian Empire on the eve of the October
Revolution of 1917. The particular implementation of the technique of triple colour
photography used by Prokudin-Gorsky has been developed by A. Miethe at the beginning of
the 20" century. The camera registered on a single glass plate three separate black and white
frames taken through the blue, green and red filters. The collection includes 1902 glass
negatives of size 9 by 24 cm. The glass negatives are preserved at the Library of Congress,
USA. In 2000 all triple-frame glass negatives were scanned in 16-bit grayscale with a
resolution in excess of 1000 dpi. All of the images are available online [1].

This is the first example of a collection of historic triple color photographs which was
made available for reconstruction in color. The complete collection (1902 images) was for the
first time reconstcructed in color in high resolution by V. Minachin and his team in 2003 [2].
Levenberg-Marquardt numerical algorithm [5] was used for finding the optimal perspective
transformation of the “blue” and “red” frames with respect to the “green” in such a way as to
minimize the total matching error on the sub-pixel level. Before that no one, including the
photographer, has ever seen the complete set of images in color — the hard copy archival items
present triple black and white images. Only a smaller part of the collection has been displayed
in the years of its creation — mostly by triple projection or printing, none of which had been
able to exhibit the quality of color detail retained in the triple glass plate. This irony of triple
color photography (i.e. that the authors had never seen their complete collections in color)
probably contributed to its eventual replacement by other techniques (e.g. autochromes)
which produced color images directly (instead of a set of three black and white frames).

Prokudin-Gorsky collection was the first triple color archive which has been fully
reconstructed in color [3, 4]. Others will probably follow. In our days it is both necessary and
possible that in order to be usable a triple color collection should include a set of digital color
reconstructions as its essential part. Its purpose goes beyond the customary digital backup of
the hard copy items. Indeed, the color reconstructions is what the end users of the collection
will most often go to. We believe it important that in order to qualify for the position of the
primary usable set such reconstructions should observe a number of conditions.



1. The color reconstructions should be produced from the scans of the highest possible
quality. The resolution of the scans must be selected in such a way that every image detail
visible on the triple black and white carrier is visible on the scan.

2. The “first line” color registrations should be made with the pixel accuracy over
static objects.

3. No retouching or cropping of the color images are desirable at this stage.

Therefore, the “minimal” triple color archive should consist of (a) triple hard copy
originals and any accompanying historic material; (b) a set of “first line” color reconstructions
satisfying conditions (1)-(3).

The experience of reconstructing Prokudin-Gorsky collection has shown that the color
reconstructions created [2] according to these principles not only preserve the complete
archival information but also in most cases provide color images which are quite usable and in
fact attractive for the exhibition purposes.

However these images are scanned from the material which is over 100 years old and
the original glass plates usually contain defects of different kind. We strongly advocate the
“non-retouching” policy for the “first line” archival set of registered color images. If this
principle is observed this set of digital reconstructions will contain defects which, in most
cases, are inherited from one of the three frames of triple black and white negatives.

The question which we start to investigate in this paper is whether the properties of
triple color material does in principle allow for the production of the “second line” set of
partially corrected digital reconstructions which will have some of these defects removed on
the basis of information contained in two other frames of the image.

More precisely we address the following research tasks. (1) Describe the class of
defects which can be automatically identified in the registered color image and develop
reliability criteria for the detection process. (2) Analyze and describe the subclass of such
defects which can be reliably corrected without adding arbitrary changes to the image that
cannot be justified by information containing in the original triple black and white material.

This article contains partial results related to both issues.

1. Defects of Historic Glass Negatives: Features, Classification, Description

For the purpose of obtaining feature sets and developing techniques for successful
detection and compensation of defects, their etiology, localization, and appearance in images
should be taken into consideration [10, 11]. We start by providing description and preliminary
classification of defects appearing in the Prokudin-Gorsly negatives. Archival practice usually
classifies negative defects according to the following features.

I. Localization. Defects may be located on the base, on the emulsion, mixed (i.e. the
defect affects both the base and the emulsion).

I1. Cause. Mechanical damage (caused from either outside or inside), exogenous
pollution (fingerprints, dust, mud, dye, paper or glue fragments etc.); endogenous physical
and/or chemical processes, biological damage (fungus, etc.); optical artifacts registered by the
emulsion (parasitic exposure, specks of lens internal surfaces, plate-holders in cassettes,
mixed).

I1l. Appearance. Negative defects may differ by: (1) form (e.g. scratches or cracks
differ from spots); (2) structure; (3) size (in relation to the frame area); (4) gray scale intensity
level (or by optical density); (5) intensity profile; (6) transparency: (a) non-transparent, (b)
transparent, (c) mixed (with variable and/or peripheral transparency); (7) predictability of
damaged region (using information from the neighborhood): (a) smooth gradients, predictable
content, (b) many small details, complicated gradients; (c) different degree of duplication of



the same fragment in other color components. For the purpose of localizing defects, the most
important features are form, size, structure, and intensity profile.

Since our research was conducted on the scanned digital images and we did not
examine the glass negatives themselves, our understanding of the causes, nature, and initiation
mechanisms of the specific defects is based on prior experience and specific characteristics
visible on the scans. Some of the possible factors leading to defect formation are listed below.

1. Degradation of emulsion — the processes of different etiology, initiation
mechanisms, chemical and physical nature. Degradation leads to partial or complete
destruction of emulsion (silver bromide gelatine emulsion, in this particular case) and
formation of salt efflorescence (sodium thiosulfate, aluminium sulphate, and so on). Defect
region may be of arbitrary form and size. The typical appearance is the “foam around the
bubble”. Degradation is usually combined with exfoliation of different types (“radial”,
“butterfly wing”, “spiral with waves”, “fern leaf”, “frosty patterns”, and other branchy
patterns) and emulsion loss. At the initial stage of degrading the germ is usually about 0.5-3
mm in diameter and have rounded form, “M”- or bell-shaped intensity profile, and may have
bright or dark halo. Salt efflorescence is a component of emulsion degradation with
emergence of decay products in the form of powdered coating of different color and
consistency on the emulsion surface.

2. Reticulation — a network of cracks or wrinkles in a photographic emulsion. As the
emulsion gets older its fragments start flaking or peeling away from the base forming, e.g.,
“fern leaf” or “frost on a windowpane” patterns. Reticulation may be caused by different
factors, e.g. too great a difference in the temperature of baths or between final wash water and
the air in which the negative is dried.

3. Flaking emulsion — detachment of the emulsion from its base as a result of
weakening of emulsion adhesion properties due to its ageing. The size of such defects may be
from 0.5 mm to the whole frame. Some negatives in the Prokudin-Gorsky collection had
flaking emulsion probably caused by the exposure to water during storage in the cellar of the
apartment house in Paris before 1948 [8].

4. Scratches fall into three main categories. Emulsion scratches (usually look like
bright lines on the negative); base scratches (usually dark lines on the negative); and deep
emulsion scratches which also damage the base (usually bright lines with dark elements
inside). Width of the scratches is mostly about 0,1 — 0,2 mm.

5. Abrasion marks consist of many hair-like fine lines arranged in cellular, concentric,
or chaotic structures of different size.

6. Physical defects of “wet process”: air bubbles, emulsion shifts along the base with
typical “waved smearing” of defect edges caused by the finger or tweezers contact. This
group also includes traces of air bubbles or insufficient agitation of the negative during the
development.

7. Pollution of different nature (greasy spots, dust, fingerprints, glue, dye, and other
foreign elements sticking to the emulsion or to the base.

8. Biological damages — are often appearing as mould spots on emulsion.

9. Optical effects: caused by improper focusing or insufficient depth of field, blur
caused by moving objects contour shifts, reflexes caused by glittering objects, parasitic
flashes, lens glare, shadows from camera components.

10. Fogs — films on emulsion surface changing its optical properties. The following
types of fog are typical for glass negatives: colloid silver film, dichroic fog, edge fog.

11. Mechanical damage of emulsion and base (cracks and fragmentation).

In the following section the technique for defect detection is considered.



2. Defects Detection

Taking into account the specificity of the triple colour photography technique, the
following necessary condition for concidering an object in the image as a defect can be
formulated: if an object in the colour image is a defect, it can be found only in one component
of the tripplet. To reduce the error probability, the following rule is formulated. Once defect
regions in different color components may be located at the same spatial position and may
overlap in the registered colour image, suspicious region should be considered as a defect
only if it is located in the same place in no more than two images of the triplet. In other cases
it will be considered as a detail of a scene.

The technique for detecting local defects is based on a set of principles formulated
taking into account: first, the specificity of triple colour photography technique, and secondly,
the specificity of visual appearance of different defect types given in Section 2. The main
principles of the detection technique are as follows. Detection of suspicious regions is
performed separately in each component (R, G, B) of the registered color image. The
exception is the group of defects (or artifacts) appeared as monochrome fragments. In this
case the intensity values in all of the components are analyzed simultaneously. A set of
techniques is used for detecting local defects. For detecting defects of a particular group a
special technique can be applied. Application of a particular technique results in a binary
mask image. Decision on labeling a suspicious region as a defect depends on the result of
analysis of three binary masks corresponding to three components. Finally, a set of mask
triplets is obtained.

For detecting regions with emulsion losses characterized by a very high intensity level
or non-transparent regions caused by pollution and characterized by a very low intensity level,
thresholding is applied. For detecting deteriorations appeared as dark or bright spots with
rather smooth boundaries, a technique based on combined morphological opening and closure
operations, is implemented [6]. Structural elements of two types of size 5x5 (one of them is
flat with zero elements, and another one is non-flat) are used in morphological operations. For
manual segmenting defect regions that cannot be found automatically, a snake-based
segmentation technique is applied [9].

3. Correction

Correction of defects is performed using binary masks obtained at the detection step.
Two different classes of techniques should be used. Techniques of the first class should be
applied in case when restoration of lost fragments in one of triplet images is possible using
information from correspondent regions in other images of a triplet. Methods of the second
class [12] are necessary in case when the image fragments are lost in all of three images
composing a triplet.

The following algorithm is developed for the first case. 1) In the binary mask obtained
for one of color component images the first object corresponding to defect region is found.
2) Mean intensity value in the neighborhood of defect region in color component image is
calculated. 3) Using the binary mask, the corresponding fragments in other color components
are found. Intensity values of reconstructed pixels in the damaged fragment are calculated
taking into account mean intensity value in the neighboring region. 4) The object
corresponding to the restored region is removed from the binary mask. 5) The steps 1-4 are
repeated till all of the detected defect regions are restored. 6) The next binary mask is taken
and steps 1-5 are repeated.



Unlike techniques for restoring movies using adjacent frames [6], in this case there is
no need to find transformation between two frames for fragments registration because defect
detection is performed in already registered images. The result of applying described
algorithm is shown in Fig. 1.

Conclusion

The problems related to the reconstruction of historic images taken in 1900’s by the
technique of triple color photography are considered and solutions are proposed. The
classification of defects in images acquired by scanning triple glass negatives is developed.
The techniques for automatic defect detection and compensation are proposed and discussed.
The future research will be aimed at the development of more precise techniques for defect
detection and compensation.

b)
Fig. 1. Image restoration: a) initial image; b) binary mask of a defect region; c) restored image
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A MACHINE VISION MEASUREMENT OF STILL BILLET CAMBER
DURING MOLDING PROCESS

N. Mohammadiha, B. VVosoughi Vahdat, E. Fatemizadeh
Biomedical Signal and Image Processing Laboratory (BiSIPL),
School of Electrical Engineering, Sharif University of Technology, Tehran, Iran,
n_mohammadiha@yahoo.com, Vahdat@sharif.edu, fatemizadeh@sharif.edu

Camber is one of the most significant defects in the molding process. It leads to
instability in the next stages in the rolling process, which can cause operational difficulties and
adversely affect product quality. In this paper we describe the design and implementation of a
computer vision system for measurement of camber during molding process. The system has
been equipped with a Giga-Ethernet camera and an industrial computer (IPC). The billet is
moved in front of the inspection system with an external moving mechanism. A new algorithm
based on the digital image processing techniques is proposed to measure the still billet camber
from the succeeding single view images.

Introduction

Longitudinal curvature in the plan view of a billet or strip is known as camber. It leads
to instability in the next stages in the rolling process, which can cause operational difficulties
and adversely affect product quality. Billets having more than a tolerable camber can not be
used in the next stages. Since off-line camber measurement by staff is exhausting and boring,
automated measurement of camber in the molding process would therefore bring benefits to
both the hot mill and downstream operations.

Off-line measurement of billet camber is possible using the most basic of
measurement equipment. Edge camber is defined as the distance between a concave edge and
a straight line applied to it (Fig. 1). Billets can be measured in this way by using two magnets
joined with a piece of string and measuring the distance between the string and the billet.

Fig. 1. Edge camber definition

Recently machine vision systems have been being used  comprehensively in the
inspection applications. A new system was designed using 3 cameras and the mill moves in front
of them [1]. The calibrated drive side edge in the successive images are joined together to
construct an edge profile of the mill. In this approach it is supposed that the camber is continuous
and also has a continuous derivative. It means if the mill rotates slowly it will consider as camber.
The obtained resolution is in the order of +5mm. In the other system the image of the mill is
captured by a camera [2]. After projective transformation digital image processing techniques are
used to extract a curve as the center line of the mill and the camber is calculated from this curve.
Slabs with curvatures of up to 25.0x10°m~*were successfully measured. Other systems are based
on several discrete position sensors placed along the way of the moving mill and laser scanning
systems that try to get the edge profile and measure camber [3-5].

In this paper we present a machine vision system to measure the camber of steel billets
during the molding process. The main problem of the measuring camber is joining the
consecutive images. Because a billet without camber may rotate or moves laterally, before
joining these effects should be eliminated. A new algorithm is proposed to join the successive



images. In the described approach we don’t consider any limiting assumption about the
camber. At last we compare the obtained results from the automatic approach and the off-line
measured cambers. The system has proved to be robust against any rotation and lateral
fluctuation of billet. The rest of the paper is organized as follows: section 1 provides an
overview of the system and then we present the image processing techniques in section 2. In
section 3 we present the measuring principle. At last the conclusion is presented.

1. System Overview

The measuring system is based on the machine vision technology. This system
consists of a Giga-Ethernet camera looking downwards at the product line. The optical axis of
the camera makes an angle about 20° with the path of the billet. The FOV (field of view) is
almost 30x30 cm?® (Fig. 2). Main elements of system are: Camera, IPC, and Lens, besides
these components Camera Housing and Ethernet Cat-5 Cable are also parts of the system. The
hardware specifications can be seen in Table 1. The software is implemented with Matlab.

Billet

v
Cat-5
Copper

Fig. 2. Simplified structure of the hardware setup: camera is looking down wards the line
by degree about 20° to 30X30 cm FOV

Table 1
Hardware specifications
Camera Pulnix, TMC-6740GE, 649x480,1/3"progressive scan, Giga Ethernet
IPC Advantech AIMB-742, Intel Pentium4(3GHZ),1GB RAM

Lens 10-300mm,F5.6/560,CMount, 1/3"

2. Image Processing

In this section we present a review of image processing techniques that we use to
extract an edge profile of the billet and in the next section we use that to construct an edge
profile of the billet and measure camber. We use the color of billet to obtain a good feature to
segment the image into background and foreground. We use equation 1 to construct a new
image that contrast is increased in it such that foreground pixels have normalized values near
to one and on the contrary the background pixels have normalized values near to zero:
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Thresholding and some morphological operations are done to improve the
segmentation and after that the result is labeled and the biggest region is considered as the
billet. Since the billet has a cubic frame, we estimate the created mask with a convex polygon.
Then the sides of this mask are represented by a changed chain code. We suppose Fig. 3 as a
model for billet. There is a clear difference between the degrees of border lines of billet and
we use this to approximate the edge lines from the resulted chain code. After estimating the
border lines, the canny edge detector is applied to the main image around the estimated border
lines. To estimate the motion of billet in each image we use the normalized cross correlation
[6].The line 1-6 (according to the model) is saved in a new black and white mask and then it
is dilated with a disk structural element. Then the result is multiplied by the output of canny
edge detector. After labeling this new image the biggest region is kept as an edge profile of
the billet. Fig. 4 shows the result of image processing techniques.

Fig. 4. Result of image processing techniques:
(a)Main image, (b) segmentation and background

icture of the calibration pattern removing, (c) edge detection, (d) edge
profile of billet

Fig. 5.

0

3. Camber Measurement

Perspective in the obtained edge profile is corrected by means of a calibration procedure.
The well-known pinhole camera model is used. Points on a world plane are mapped to the points on
the image plane by a plane to plane homography [7, 8]. We use a common calibration pattern to
calculate the homography matrix at different heights. It consists of a specific pattern of calibrated
rectangular windows on a panel. The coordinates of corners on this panel are found by edge
detection and edge linking techniques and then they are used to determine the homography matrix.
Fig. 5 shows this calibration pattern. The edge points obtained in the previous section are translated
to common world reference using the homography matrix and also the calculated billet motion
between two frames, is converted to common world reference. The co-ordinates of these points are
extracted and used to derive a least square quadratic fit. This is illustrated in Fig. 6.



The billets having maximum 25cm width are moved in a channel with 30cm width so
they can move laterally and rotate in the channel. We should eliminate these effects before
joining the consecutive images together. In the proposed algorithm we find the edge camber.

Let represent the locus of the billet edge in the captured frame at time t asE(y,t), this
E(y,t) includes a rotational fluctuation component (r(t).y) and a lateral fluctuation

component (1(t)) as expressed in (2):

E(y.t)=e(y)+r(t).y +1(t)., )
where E(y,t): Locus of the billet edge, e(y): Billet edge profile, r(t): Rotational factor,
I(t) : Side-walk (lateral fluctuation), and vy : Billet longitudinal position, t : time.

To get the Billet edge profile we can estimate the fluctuation components and then
subtract them from E(y,t) (3):

e(y) =E(y,t)—r'(t).y-1'(t). ©)

As we say, the successive images share about 20cm of the billet and just about 10cm
of a billet is new presented in the captured image. We use the calculated world reference
motion to separate the image into new and common parts. Then we use the common parts of
the billet in the two following images to find the existent noise components (Fig. 7).

Since the billet is cold enough, we can consider it as a rigid object. So the rotational
factor (r(t)) and the lateral fluctuation (1(t) ) will be the same for the whole billet edge profile
in a frame. As a result of this we estimate “new part” and “common part” of the billet edge
profile in a frame with straight lines. These lines can be obtained by connecting the two ends
of each part together (bold continuous lines in Fig. 7). Now we can determine r'(t) , I'(t) as

expressed in (4).

I'(t) = X"'= X0, r'(t)=tan(6,-6,). 4)
b ! 2
! # | |New
|!I New / Part New
o Frame: < Frame:
5-? with lateral and with rotational
3 lack of rotational and lateral
5 ; fluctuation Common fluctuation
B H components Part components
— (E(y.1) (E(y.1)
4 Billet
i Profile _| :
Width (E(y)) \i Y
Fig. 6. Fitting a least square quadratic X
to edge profile of billet ... o S

Fig. 7. Estimating the common parts of billet
in consecutive images by straight lines

To validity this approach we used FFT to find the rotational factor [9]. The result of
comparison shows that our approach gives a reliable rotation factor with its near to zero
processing time. After finding the Rotational factor and Side-walk, we can remove the noise



components by using (2). After that, the new edge profile (e(y)) is joined to the existent edge
profile from the previous images ( E(y) ).When the whole of the billet moved in font of the

camera a high resolution image would be formed that shows the profile of the edge line, line
1-6, of the billet. Now camber is quantified as the maximum deviation of the edge from the
straight line that links its ends. Fig. 8 shows the obtained profile for two different models. Left
one (a) has 1.03m length and camber about 10mm and the right one (b) has 1.3m length and
camber about 5mm. The figure of two profiles shows that the construction process has been
done successfully.

To investigate the repeatability and accuracy of the measurement technique, some
models with curvatures from 0 to 30mm/m were each measured 10 times. Models are rotated
continuously from 0 to -10 degrees and then from -10 to 0 degrees to scrutinize the effect of
rotation in the measurements. The results from the two sets of measurements, for two models
shown in Fig. 2, are exposed in Table 2. To obtain nominal curvature, each model was
measured 5 times manually using the same approach that we mentioned in the introduction
and the average of the measurements was considered as the nominal curvature. Automatic
results are obtained using the proposed algorithm. Average accuracy per meter for each model
was calculated using equation (5):

1 |nom_curavaturej—curvatureji| .
A_accuracy :EZ‘ 3 : ‘ , j=1,2,...15, (5)

i=1 i

nom_curavaturejis the nominal curvature for the model j. curvature;;is the measured

curvature using the proposed algorithm for the billet j in the ith iteration. The root mean
square of the 15 values was accepted as the average accuracy of the technique. Comparison
the result shows that the proposed algorithm is robust against the rotation and the obtained
accuracy is about 0.9mm/m. It is in the order of accuracies that have been obtained by using
multi camera systems.

———
—_—

a) b)

Fig. 8. Images of the reconstructed models.
Resolution is 6000x1000 pixel

Table 2
Results of camber measurements
Nominal Automatic Average accurac
Model curvature measurement g y
(mm/m)
(mm/m) (mm/m)
1L,=1.03m) 9.7 10.6 0.874
2 (L,=1.3m) 3.85 4.59 0.57
Total | e | e 0.9




Conclusion

The optical system developed for the quantifying billet camber makes use of
mathematical algorithms based on image processing techniques. We used one camera to
capture images from the moving billet and then we used the common parts of the billet in the
consecutive images to eliminate rotation and lateral fluctuation components. Then we joined
the edge lines together and constructed edge profile of the billet. The obtained accuracy is
about 0.9mm/m that is in the order of accuracies that have been obtained by using multi
camera systems. The algorithm is robust enough against different rotations. The proposed
system requires almost no calibration as far as the cameras position isn’t changed. The system
works almost real time. The proposed algorithm has been implemented in the same system
that we used to measure geometrical parameters, so the cost of the required hardware and
maintenance for the billet dimensional inspection system will decrease noticeable with some
what improvement in the accuracy.
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MULTISPECTRAL IMAGE ENHANCEMENT BY NON-LINEAR ADAPTIVE
TECHNIQUES

Y. Monich, V. Starovoitov
United Institute of Informatics Problems, National Academy of Sciences of Belarus,
Minsk, Belarus

In this paper we study Retinex and adaptive gamma correction techniques in comparison
with methods that are widely used for image enhancement such as constant gamma correction,
histogram equalization and histogram stretching. We find that Retinex and adaptive gamma
correction make clear some image details better than compared methods with global
parameters. Examples of enhanced remote sensing images are presented to demonstrate the
performance of adaptive image enhancement methods.

Introduction

Many remote sensing images suffer from poor contrast, especially in the areas shaded
by clouds. Therefore, it is desirable to enhance such images before further processing and
analysis.

Majority of image enhancement methods are based on enhancement of an image
contrast using global or local methods [1]. Global methods of contrast improvement can set
values in the image close to limiting values of tones, erasing small details. Frequently, local
methods do not give good result. Therefore it is necessary to use locally adaptive methods
(Fig.1). Apply of these methods allow to reveal details in bright and dark areas of an image.
Methods based on Retinex theory and adaptive gamma correction can be used for such
purposes.

1. Image enhancement methods

1.1. Retinex technology

Retinex technology was first applied in 1950-s by Edwin Land [4]. In the method, he
attempted to use the principle of human vision where process of recognition by human being
is the result of forming an image in human brain. This process of forming the image is the
result of work of the eye and the brain, where visual information goes through an additional
processing such as level of a signal and correction of the strength of light. The method based
on this approach consists of the analysis of the processes in the cortex and the following
correction of locally nonuniform illumination of a scene. Retinex-type algorithms provide
dynamic range compression, color constancy, and color rendition [2, 3, 5].

The primary goal is to decompose a given image S into two different images, the
reflectance image R, and the illumination image L, such that, at each point (X, y) in the image
domain, S(X, ¥) = R(X, ¥) - L(X, ¥). Recovering illumination from a given image is known to be
a mathematically ill-posed problem, and known algorithms proposed for its solution vary in
their way of overcoming this limitation.

The Retinex is a member of the class of center/surround functions where the center is
defined as each pixel value and the surround is defined as a Gaussian function. Expressed
mathematically, the single-scale Retinex (SSR) is defined by

R (X, Y) = a(log;(x,y) —log[F (x,y) * I,(x, y)) - 8, (1)



where |,(X,Y)is input image distribution in the i-th spectral band, R,(x,y) is the Retinex

output image, log is the natural logarithm function, o, B are scaling factors and offset
parameters respectively, that transform and control the output of the log function. Symbol *
represents convolution, F(X,Y)is a Gaussian filter defined by:

F(X, y)=kexp[—(x2+y2)/0'2], ()
whereo is the Gaussian shaped surrounding space constant and K is selected such that:
”F(x, y)dxdy =1. (3)

Retinex may be defined at several scales of image representation. The equation that
describes the multi-scale Retinex (MSR) is:

Rusg, 6 Y) = > W, (log I, (x, ) — log[F (X, y) * 1, (x, ) , i =1..., N, (4)

k=1
where N is the number of spectral bands (N = 1 — gray scale image; N = 3 — color image), Wy
is the weight of each SSR, K is the number of scales of image representations, I, (X,Y) is i-th
spectral band at k-th scale.

1.2. Gamma correction

Another well known method used for providing dynamic range compression is
application of non-linear transforms such as the gamma nonlinearity. Gamma correction is, in
the simplest cases, defined by the following power-law expression:

4
V,, = 255-@’5@ , (5)

where V

.t 1s the output image, V, is the input image. The case y < 1 is often called gamma

compression and y>1 is called gamma expansion.

1.3. Adaptive gamma correction

Adaptive gamma correction — a local color correction that is based on individual
gamma value for every pixel [6]. The operation is very fast and does not require any manual
adjustment, such as those involved in dodging and burning. The algorithm is equivalent to
deriving a specific tone reproduction curve for each pixel in the image.

The first part of the algorithm consists of derivation of an image mask. The mask can
be computed by blurring of inverted original gray-scale image using a large radius filter.

The second part is a gamma correction of the input image, where gamma is a function
of the mask. A variant of adaptive gamma correction is presented by equation (6). Mask values
greater then 128 give gamma less than 1 (the output value will bigger than input), while mask
values less than 128 give gamma greater than 1. This operation essentially consists of
performing a pixel-dependent gamma correction:

[sz—Maskj
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Output = 255 ( 'np“tj{ J (6)
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f) g) h)
Fig. 1. Comparison of the image enhancement methods typically used for dynamic range modification: a) a
fragment (200x200 pixels) of a red component of Ikonos multispectral image; b) histogram stretching;
¢) histogram equalization; d) one variant of Retinex; e) another Retinex variant; f) gamma-correction with y = 0.5;
g) gamma-correction with y = 0.3; h) adaptive gamma correction



1.4. Fusion of enhanced multispectral images

We tested fusion of different multispectral images with enhancement of original images
by different methods. Results of enlarged RGB image followed by Retinex are presented in

Fig. 2.

Fig. 2. Combination of Fusion HIS and image enhancement: a) a fragment of RGB image from Ikonos (200x120
pixels); b) enlarged fragment (800x480 pixels) by IHS fusion; c) the same by IHS fusion enhanced by Retinex



2. Discussion of results

We have studied image enhancement methods typically used for dynamic range
modification on various types of multispectral satellite images. We conducted our experiments
on images obtained from Landsat, Ikonos, and QuickBird satellites. We show several examples
of satellite images and demonstrate the enhanced results. In Fig. 1 we present a fragment of the
original image comparing with enhanced output of histogram stretching, histogram
equalization, Retinex, gamma-correction and adaptive gamma correction. Classical histogram
stretching and histogram equalization do not use any input parameters. The wider range has the
image histogram, the smaller effect produces the histogram stretching. Fig. 1, ¢ shows that
histogram equalization emphasizes a texture in dark areas of the image, but it light-struck areas
with big gray values. In Fig. 1, d, e, h we can see that Retinex and adaptive gamma correction
reveals details in bright and dark areas of the image. Histograms below the images show
changes in brightness distribution.

These experiments demonstrate advantages of locally adaptive image enhancement
methods such as Retinex and adaptive gamma correction in comparison with methods utilized
fixed parameters.

Next experiments were done to demonstrate benefits of locally adaptive methods for
enhancement of fusion results. We have increased the original image using IHS fusion method.
From Fig. 2 we can see that combination of Retinex and IHS fusion better disclose details in
dark areas then fusion alone.

Conclusion

In this paper we presented several methods for multispectral image enhancement.
Most of the correction algorithms (histogram stretching, histogram equalization, gamma-
correction) increase the overall lightness of the image in every case. On the contrary, adaptive
gamma and Retinex are able to modify image lightness taking into account original values of
single pixels and their neighbors, respectively.

Combination of Retinex and image fusion produce advanced enhancement of
multispectral images.
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KERNEL-BASED ORDINAL REGRESSION*

V. Mottl}, A. Tatarchuk®, A. Kurakin?
! Computing Center of Russian Academy of Science, Moscow, Russia;
2 Moscow Institute of Physics and Technology, Moscow, Russia

The problem of large margin ordinal learning is considered under the assumption that
the kernel-based approach is applied. Two main large margin strategies of ranking learning
are investigated, namely, fixed-margin and sum-of-margins. The conditions are found under
which two existing fixed-margin approaches are equivalent. A new approach to ranking learn-
ing is proposed as a generalization of the existing sum-of-margins approach.

Introduction

The supervised learning problem or, what is the same, the problem of finding empiri-
cal regularities in a set of objects is still one of the glowing problems of the modern informat-
ics. Usually, it is required to estimate an unknown function y(®):Q —Y that maps a set of

real-world objects o € Q into a set of values of their hidden characteristic. The only informa-
tion on the sought-for function is an accessible subset of objects (training set) within which

the values of the goal characteristic are known y, = y(0,) €Y, Q ={w,, .., 0y} cQ [1, 2].

It is typical for practice that the finite set of values of the goal characteristics Y = {Om}

possesses the properties of the ordinal scale. The learning problem of such kind is called the
problem of ordinal regression estimation and bridges regression and classification.
Typically the objects are associated with a set of numeric features. This fact allows for

treating the objects as elements of the linear space R". But there are a lot of practical prob-
lems in which it is hard to specify a set of reasonable object features. Such problems frequent-
ly arise in public surveys where each element of the population under study (respondent) is
represented by several variables expressed in non-trivial scales. But, at the same time, it is
relatively easy to evaluate the degree of dissimilarity of any pair of respondents from the
specific viewpoint of each item in the questionnaire, i.e. to introduce a series of question-
specific metrics in the set of respondents. If these metrics satisfy some conditions [3], each of
them produces a kernel [1] and, as a result, embeds the whole population into a question-
specific hypothetical linear space without the intervening notion of features [4]. This circums-
tance makes it possible to exploit, in the featureless situation, practically all known methods
which had been worked up for linear spaces.

In the modern informatics, the most adopted training principle is that of the optimal
discriminant hyperplane [1] based on maximization of the margin between two classes of the
training-set objects in the respective Euclidean linear space. The known generalizations of this
principle onto the problem of ordinal regression estimation [5, 6, 7] exploit the interpretation
of this problem as that of pattern recognition with several ordered classes.

In this paper we investigate the existing approaches of ordinal regression and propose
a new one that is a generalization of the sum-of-margins strategy of ranking learning.

*This work is supported by the Russian Foundation for Basic Research, Grants 05-01-00679,
06-01-08042, 06-07-89249, and INTAS Grant 04-77-7347.



1. Embedding a set of objects of arbitrary kind into a linear space

Usually a set of objects represented by numeric features is considered as a vector
space with well-known linear vector operations. In featureless the methods developed for
linear spaces cannot be directly applied.

There exist many practical problems of data analysis in which it is relatively easy to
evaluate the degree of dissimilarity of any pair of objects. The natural mathematical model of
the general set of objects in this case is a metric space, in which the compactness hypothesis
can be expressed directly in terms of the given metric p(®', ®") e R. As a result the metric

embeds all objects into the appropriate hypothetical linear space Q with inner product in the
form of the kernel produced by the metric [2, 3].
A kernel K(o',®") on a set of objects of arbitrary kind o € 2 can be defined as a real-

valued function QxQ —>R possessing two principal properties — symmetry
K(o,0") = K(o" o) and positive semi-definiteness of the matrix | K (w;,o;); i, j=1..,m]
for any finite collection of entities{® ,,...,o,} < Q. Any kernel function K(o',®") allows for

mentally embedding the set Q into a real linear space Q — Q with the null element ¢ € Q

and linear operations defined in a special way [3]. The role of inner product is played by the
kernel function itself.

2. Linear decision rule in a linear space as a model of ordinal dependence

As a generalization of the most adopted training principle of the optimal discriminant
hyperplane [1] A. Shashua and A. Levin [5] proposed to exploit the idea of separating the
vector feature space R" into ordered subspaces by a set of oriented parallel hyperplanes
modeling ranks as intervals on the real line [8]. Each hyperplane as a linear function in a
vector space is defined by a directional vector common for all hyperplanes and a threshold.

In featureless situation all feasible objects m e Q under consideration cannot be per-
ceived in any other way than through the kernel function K(o', ®"), ®', ®" € Q which as a
means of measuring dissimilarity of any two objects in terms of the respective Euclidian
metric naturally leads to the notion of linear function y(®):Q — R in a set of objects of
arbitrary kind [3, 9].

In this case the class of linear functions in the extended linear space Q > Q is defined
by a direction element 9 € Q and a threshold be R :

y(®]9,b)=K(8,0)+b, Q. 1)

Like feature case if the real value of the linear function (1) is immediately treated as the
goal characteristic of an object we come to a regression dependence. If the sign of the linear
function is understood as the goal characteristic, the parameters determine a classification of
the set of objects into two classes.

Thus to define some ranking rule a directional element 9 € Q and a set of numeric thre-

sholds h® <...<h™ should be chosen:



K(9,0) <h® — y(w) =0,
h® <K(9,0)<h® — y(w)=1,
e e (2)
h™ < K(9, ) — y(w)=m.

It is not meant the directional element of an arbitrary linear function exist in reality.

The really existing objects Q are considered as a subset of elements in Q> Q. Therefore
such a way of specifying a linear function is constructive only if the directional element is an

element of the training set 9 € Q" ={o,,...,0,}c QC Q or at least of a set of really existing

objects 3eQ Q. At the same time, according to the featureless approach [9] embedding a
set of real world object Q into a linear space Q allows us to operate with hypothetical ele-

ments as a linear combination 3 = Zim:laioai of objects existing in a reality and available in

training, in the sense of linear operation produced in Q by the kernel K (o', »").

3. Fixed-margin strategy of ranking learning

Fixed-margin strategy of ranking learning [5] represents the straight generalization of
binary optimal discriminant hyperplane principle [1]. The proposed approach is to find the
direction vector and a set of thresholds such that the norm of the direction vector is minimized
under constraints of the training set. The parameters of the ranking rule (2) should be chosen
so that the training objects of each pair of neighboring classes would be classified corrective
by respective hyperplane. The maximized margin in this case is one defined by objects of
closest pair of classes.

The primal optimization problem of the proposed approach was formulated as follows:

m NED e NO i :
K@E9+cYr (T, s l)+zj=16j())—>m|n,
K(9o!™)-h® <1488, §0P>0, j=1..,N )
) J —_ J H J —_ 1 LA | 1
K(9,0l)-h®>+1-8/0 &P >0, k=1.,NO i=1..,m,

where C >0 - predefined positive constant specifying the rigidity of the procedure; i =1,...,m -
threshold numbers; j=1,..,N® and k =1,...,N® denotes the objects indexes within ranks,

> " N®=N - the total number of objects in the training set; 3" and &, are positive for

objects placed outside the boundaries of the respective rank.
However the formulated optimization tasks have a problem. It is easy to see that the

ordinal inequalities on the thresholds h® <...<h™ are not included into criterion nether in
implicit nor in explicit forms. So there are situations under which this optimization formula-
tion results in disordered values of optimal thresholds.

Two corrections of this fixed-margin approach were proposed [6] and both of them
lead to the thresholds which properly ordered at the optimal solution. The first idea is to in-

clude the explicit inequalities on the thresholds h® <...<h™ to the formulation of the opti-
mization problem (3). The second one is to generalize the primal optimization formulation (3)
so that the ranking inequalities on the thresholds are satisfied automatically. It was proposed
to choose the parameters of the ranking rule (2) so that all training objects would be classified
correctly by each hyperplane according to respective rank:



{K(S, 9)+CY" > 59— min, 4)

g [K(®0)-h"]21-80, 8 >0, i=1..,m j=1..N,

where C >0 - predefined positive constant specifying the rigidity of the procedure; i =1,...,m
- threshold numbers; j=1,...,N denotes the objects indexes within the training set; &{ are
positive for objects placed outside the boundary of the respective rank; g}” represents separa-
tion of the training set into two classes according to the threshold h® and takes the value 1 if
y; 21 and -1 otherwise.

It was proved in [6] that the values of thresholds h® <...<h™ at the optimal solu-
tion of the optimization problem (4) are properly ordered.

The generalization (4) of the fixed-margin approach (3) seems very natural and it is
easy to see that in the ideal separable case these both approaches give equal optimal solutions.
So it can be shown that the following theorem holds:

Theorem. The optimal solution 9, h, ..., h™ of the optimization problem (3) is op-
timal for the optimization problem (4) if the optimal values of the nonzero errors of objects
satisfy the conditions:

§'D < R0+ _ RO ang §7® < f® _pi-v
I I )
4. Sum-of-margins strategy of ranking learning

As an alternative to fixed-margin strategy of ranking learning there exists sum-of-
margins strategy [5] which base on maximizing the sum of all margins between neighboring
classes under constraints of the training set. In contrast to the fixed-margin strategy the prin-
ciple of scaling the norm of directional element and the size of margin cannot be applied here.
In the proposed approach [5] each class (except the first and last classes) is “sandwiched” by
two parallel hyperplanes defined by the common directional element 8 and a pair of thre-

sholds a®”, b®™" . In this case by fixing the directional element 9 to be an element of unit
norm K (9,9) =1 the sum of margins to be maximized is >~ (b —a®).
The primal optimization problem takes the form:

mo M) R m NED rieg) ND i) :
Zi:l(a -b )+C2i—1(2j—1 81’ +Zj:181' )_)mm’
K(9,9) <1, a® <b® b® <a®™ 1=1..m-1,
K© ol <a®+80Y, §0P>0, j=1..,N,
K(S,ms))zb“)—é’k’“), 6’;“)20, k=1,.. N i=1..m.

(5)

where j=1,...,N" and k=1,.,N® denotes the objects indexes within ranks, & and
5/ are positive for objects placed outside the boundaries of the respective rank, a® and
b™" are thresholds defining two parallel hyperplanes which “sandwich” objects of the re-
spective single class.

The margins in this notation are defined by objects of the respective pairs of neighbor-

ing classes. The ordering constraints on the thresholds are included into formulation of the
optimization problem (5) in explicit form.



In this paper we introduce new sum-of-margins approach which holds the natural in-
equalities on the thresholds h® <...<h™ automatically. We propose to choose the parame-
ters of ranking rule (2) so that the sum of margins would be maximized and all training ob-
jects would be classified correctly by each hyperplane according to respective rank.

The primal optimization problem takes the form:

>0 +Cy Y 80 - min, K(9,9) <1, o
0 [K(9,0,)-h" ]2 -50, 5020, 920, i=1...m, j=1..N,

where £ >0 are the values of margins to be maximized.
Due to lack of space we directly present the dual optimization task as follows:

(i i _ P _ N m N mo (i) (@) ()4 (a)
WY, j=1..,N,i _1,...,m)_—zj:lzizlzpﬂzq:lgj 957K (@0, )A P — max,
> =0, 3 a0 >1 0<aP<C, j=1..,N,i=1.,m

j=1i =

(")

The obtained formulation is the standard quadratic linear constrained optimization
problem. The size of the optimization problem (7) is the number of training objects.

Conclusions

The problem of large margin ordinal learning is considered under the assumption that
the kernel-based approach is applied. The kernel-based view of the problem bases on embed-
ding all objects under consideration into a hypothetical kernel-specific linear space with inner
product. This circumstance makes it possible to exploit, for the featureless case, models and
algorithms which had been worked up for linear space. A set of oriented parallel hyperplanes
separating the feature space into ordered subspaces was generalized as a model of ordinal
dependence in a set of objects of arbitrary kind.

Two existing approaches of fixed-margin strategy were investigated and it was shown
the conditions under which both approaches are equivalent.

A new approach to ranking learning is proposed as a generalization of the existing
sum-of-margins approach. The approach automatically holds the natural inequalities on the
thresholds. The size of the optimization problem is linear in the number of training objects.
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COMBINING GLOBAL AND LOCAL INFORMATION FOR SEGMENTING
SPECIMEN IMAGES

D. Murashov
Computing Centre of the Russian Academy of Sciences, Moscow, Russia

The technique for automated segmenting of cell nuclei in cytological and histological
specimen images based on combining global and local image features is proposed. The solution
of segmentation problem is obtained by implementing active contour model and thresholding
procedure with automatically estimated threshold value from image histogram in CIE Lab color
space.

Introduction

One of steps of automated information technology for diagnostics of hematological
diseases is the automated segmentation of nuclei in the cytological and histological specimen
images for subsequent calculation of diagnostic features. Diagnostic techniques deal with
cytological lymphatic node footprint and histological cut-off color images (24 bpp) taken by a
camera mounted on Leica DMRB microscope using PlanApo 100/1.3 objective. Cytological
lymphoid tissues are stained by the Romanovski-Giemsa technique (Fig. 1, a), histological
tissues are stained with hematoxylin-eosin (Fig. 1, b). Objects of interest are cell nuclei.
Specimen images are characterized by inhomogeneous color and intensity features of objects
in image, weak differences of characteristics of adjacent regions, concavities and gaps in
object boundaries. Due to the properties of specimen images the segmentation task cannot be
solved easily and any simple technique fails to solve the segmentation task qualitatively.
Today, in order to overcome arising difficulties and obtain the suitable segmentation quality,
researchers are developing combined techniques.

Fig. 1. Specimen images: a) lymphatic node footprint; b) lymphatic node cut-off

In this work a technique combining global and local image features is proposed. The
global features, such as histogram of image components a and b in CIE Lab color space enable
automation and provide the coarse solution of segmentation task as initial approximation for the
precise solution. The local image information about gradient values provides precise nuclei
segmenting. The global features are used by thresholding procedure with automatically estimated
threshold value. Obtained binary image gives data for initializing active contour model applied for
final segmentation based on the local gradient information.

1. Conventional Techniques

One of the popular segmentation techniques in cytology is thresholding with
automatically estimated threshold value [2]. The technique is computationally simple but it is



effective only in case when objects and background differ in color or gray level. In more
complicated cases the segmentation consists in extraction of features per pixel and their
classification into different classes of sub-regions [3, 4]. In [1], a method for segmentation of
cell nuclei in tissue images by combining seeded watersheds with gradient and shape
information was presented. But in many cases the segmentation should be controlled and the
result should be corrected interactively by another tool. For segmentation of cell nuclei in
histological and cytological images, active contour models (parametric and geometric), or
snakes, were proposed in [6, 8]. Snakes provide the smooth contour without gaps at the object
boundary. In [10] authors proposed a combined snake-based approach to segmentation of
tissue images using color gradients in Luv space. For snake initializing, a classifier trained
using sample images selected by experts is applied.

Thus, one may conclude that firstly, only combined techniques can provide the
suitable result; secondly, snakes are efficient for segmenting cell nuclei images and can be
used in automated tools; thirdly, snakes also provide an instrument for manual segmentation
in difficult cases. In the next sections the problems concerned with the development of
automated combined snake-based technique are considered.

2. Active Contour Model

For developing a segmentation technique it is necessary to have a model of the object
boundary. Boundary detection can be accomplished by means of edge detection. Local edges
are defined as discontinuities in image luminance from one level to another. In this work the
following definition of ridges is used [5]. Let function h(x):R" — R is of the class C%.

Definition [5]. Define W =—H (h), where H(h) is the Hessian matrix, and let 4 and v;,
1<i<n be its eigenvalues and eigenvectors. Assume that 2, >...> 4, and 1<d <n. A point x
is a ridge point of type n-d if 4;(x)>0 and x is a generalized maximum point of type n-d for
h with respect to V =[v,,...,v,].

The function h(x)has a generalized maximum of type n-d at x if V'Vh(x)=0 and
VTH (h(x))V is negative definite [5].

Let the gray image be described by the function u(x) eC?, u(x):R*->R", x=(x,y)". The
coordinate frame Oxyz is introduced; the plane Oxy is coincident with the image plain, and
z=u(x,y). Let us consider the function h(x):R>>R",

h(x) =[Vu(x)|=JuZ +u? 1)
ou

ou
where U, = v u, = 5 . In this case the ridge of the surface h(x,y) will be a connected set of

generalized maximum points of type 1 on the surface h(x,y), vector v will be aligned with the
surface principal direction orthogonal to the ridge direction at this point. For 2D images the
following property follows from the ridge definition (from the condition of 1-maximum).

We consider an active contour as a set of n dynamic pointwise objects:

(1) = £ (x@®), x(0)=x,, )

where x=(x,y)" is the vector of spatial coordinates, t is time. Function f(x(t))eC? in the
neighborhood of the edge points x. should force the system (2) to move towards X, and should
provide stability with respect to Xe. It is shown that the following statement is valid.



Statement. If the function in the right-hand part of the system (2) is constructed as
f =(h,,h,)", the system (2) will be stable in the neighborhood of intensity edge in the sense of

the first Lyapunov method [7]: f(x)=0, Re/l[fx(x)]|X=Xe <0, where fx(x)|X:xe IS a matrix of

the linear approximation of the system (2) at x=x.. It is necessary to notice, if we consider a
set of points modeling a continuous curve it is reasonable to say about stability only in the
direction normal to the boundary. To eliminate discontinuities and redundant contour points
during evolution, resampling procedure is applied.

Within the developed technique, thresholding and subsequent Gaussian blurring are
applied to the function h(x,y) in order to strengthen and to level off image edge map. The
standard deviation o determines the capture range of the model (2). At large o, the boundaries
of the objects in the analyzed image disappear and the adjacent objects merge. The presented
model accurately segments the objects of simple shapes with smooth boundaries. But it fails
to segment the images with boundary concavities. In [9] the GVF model using the vector field
to force snake to move has been proposed. The vector field is computed from the image as the
steady-state solution of a pair of linear partial differential equations. The GVF model provides
the ability to move the snake into boundary concavities but it is computationally expensive. In
this paper, in order to expand the capture range of the model (2), the model of wave
propagation is used. The main idea is to spread the large values of the function in the right-
hand part of (2). Unlike the GVF model, there is no need to obtain the steady-state solution of
parabolic PDE. For this model, the Cauchy problem for the hyperbolic partial differential
equation is solved with the initial conditions w=G_h(x, y) , w;=0:

Wi (X, y,t) =a2Aw(x, y,t), W(t,) =G, h(x,y), A=052/0x*+0%10y?, (3)

where G, is the Gaussian kernel with standard deviation . Equation (3) describes the wave
propagation process generated by the smoothed edge map. When solving equation (3) at each
instant time t at a point (x,y) the values of w,,w, are calculated, and maximal absolute values

at the wave front are stored. The sign of the stored value is the same as the sign of the first
nonzero value of w,,w, calculated at this point. Thus, the maximal gradient values of the
function G, h(x,y) propagate inside and outside the object boundary in natural way. The size

of this region is defined by the value of at. In result, the vector field that forms the right hand
part of model (2) is obtained. In Fig. 4 , a-e an example of segmenting of artificial object with
non-convex boundary is shown: a) initial contour approximation; b) smoothed edge map;
c)and d) w,,w,; e) resulting contour, bright regions correspond to positive values, dark ones

— to non-positive values.

a) b) c) d)

Fig. 2. Segmenting of artificial object: a) initial contour approximation; b) blurred edge map;
c), d) w,,w, ; e) resulting contour

€)



3. Automated Snake Initialization

In cytological or histological specimen image segmentation tasks a lot of objects
appeared in the image (Fig. 1, a, b) should be segmented. The manual snake initialization
making segmentation task crucially time consuming. In [10] a classifier trained by examples
provided by experts is applied for obtaining rough approximation of objects used for
initializing GVF snake. Taking into account instability of staining properties and conditions of
specimen image acquisition the experts should train the classifier rather regularly. In this
work a simple automated initialization procedure based on the specimen staining properties is
proposed. The procedure is based on the properties of specimens stained by the Romanovsky-
Giemza technique and histological specimens stained with hematoxylin-eosin. Cytological
specimen images of the a component in the CIE Lab color space (Fig. 3, a) have bimodal
intensity histogram (Fig. 3, c). Component b of histological images (Fig. 3, b) also has two
peaks and distinguishable cavity (Fig. 3, d). Using thresholding operation with automatically
estimated threshold value binary masks of the specimen images are obtained (Fig. 3, e, f).

Fig. 3. Thresholding using CIE Lab component histograms for initializing snakes (a); components a and
b of the specimen images in the CIE Lab color space (b); ¢), d) histograms of images a), b);
e), T) binary masks of images a) and b)

Further, the following operations should be applied to each of the objects taken one-
by-one in the binary mask image to obtain the corresponding initial approximation of the
contour. 1). Morphological fillhole operation. 2). Filtering by object area value. Too small
objects are excluded. If the object area is large, an iterative procedure is applied to image
fragment in order to find the threshold value at which the binary object splits into parts. After



that, filtering is applied to each part of the initial object. 3). Finally, morphological dilation
and exclusive “OR” operations are applied to obtain contour initial approximation. It is
necessary to note, that at step 2 one may use distance transform operation to separate two
touching objects instead of described iterative procedure. The iterative procedure is effective
because of smoothness of intensity histogram. The results of segmenting cytological image
are shown in Fig. 3, a) — initial approximation; b) — nucleus blurred edge map; c), d) —w,,w,

values; e) — resulting contour.
T
~
n®
B ¢
a)

Fig. 3. Nucleus segmentation process: a) initial approximation; b) nucleus blurred edge map;
c), d) Wy, Wy, values; (e) resulting contour

d)

Conclusion

The technique for automated segmenting of cell nuclei in cytological and histological
specimen images based on combining global and local image features is proposed. The
solution of segmentation problem is obtained by implementing active contour model using
local image data and thresholding procedure with automatically estimated threshold value
from global data - image histogram in CIE Lab color space. The main features of the
technique are: implementation of the wave propagation model and automated snake initiation.
The technique is implemented in software tool and successfully applied for segmenting
cytological and histological specimen images.

This work is partially supported by the Russian Foundation for Basic Research, Grants
NN 06-01-81009, 06-07-89203.
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REAL-TIME DETECTION OF DEVELOPING CRACKS IN JET ENGINE ROTORS
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This paper introduces a new technique for early identification of fatigue cracks, namely
the constant false alarm rate (CFAR) test. This test works on the null hypotheses that a target
vibration signal is statistically similar to a reference vibration signal. In effect, this is a time-
domain signal processing technique that compares two signals, and returns the likelihood
whether the two signals are similar or not. The system monitors the vibration signal of the rotor
as it cycles, and compares that vibration signal with, say, the original vibration signal. The
difference vector reflects the change in vibration over time. As a crack develops, the vector
changes in a characteristic way. Thus, it is possible, during CFAR test, to determine whether
the two signals are similar or not. Therefore, by comparing a given vibration signal to a
number of reference vibration signals (for several crack scenarios) it is possible to state which
is the most likely condition of the rotor under analysis. The CFAR test not only successfully
identifies the presence of the fatigue cracks but also gives an indication related to the
advancement of the crack. This test, despite its simplicity, is an extremely powerful method that
effectively classifies different vibration signals, allowing for its safe use as another condition
monitoring technique.

Introduction

The machines and structural components require continuous monitoring for the
detection of cracks and crack growth for ensuring an uninterrupted service. Non-destructive
testing methods like ultrasonic testing, X-ray, etc., are generally useful for the purpose. These
methods are costly and time consuming for long components, e.g., railway tracks, long
pipelines, etc. Vibration-based methods can offer advantages in such cases [1]. This is
because measurement of vibration parameters like natural frequencies is easy. Further, this
type of data can be easily collected from a single point of the component. This factor lends
some advantages for components, which are not fully accessible. This also helps to do away
with the collection of experimental data from a number of data points on a component, which
is involved in a prediction based on, for example, mode shapes.

Nondestructive evaluation (NDE) of structures using vibration for early detection of
cracks has gained popularity over the years and, in the last decade in particular, substantial
progress has been made in that direction. Almost all crack diagnosis algorithms based on
dynamic behaviour call for a reference signature. The latter is measured on an identical
uncracked structure or on the same structure at an earlier stage.

Dynamics of cracked rotors has been a subject of great interest for the last three
decades and detection and monitoring have gained increasing importance, recently. Failures
of any high speed rotating components (jet engine rotors, centrifuges, high speed fans, etc.)
can be very dangerous to surrounding equipment and personnel (Fig. 1), and must always be
avoided. Jet engine disks operate under high centrifugal and thermal stresses. These stresses
cause microscopic damage as a result of each flight cycle as the engine starts from the cold
state, accelerates to maximum speed for take-off, remains at speed for cruise, then spools
down after landing and taxi. The cumulative effect of this damage over time creates a crack at
a location where high stress and a minor defect combine to create a failure initiation point. As
each flight operation occurs, the crack is enlarged by an incremental distance. If allowed to



continue to a critical dimension, the crack would eventually cause the burst of the disk and
lead to catastrophic failure (burst) of the engine. Engine burst in flight is rarely survivable.

Fig. 1. Jet engine fan section failure

1. Problem Statement

Suppose that we desire to compare a target vibration signal and a kth reference
vibration signal, which have p response variables. Let x;(k) and y;j be the ith observation of
the jth response variable of the kth reference signal and the target signal, respectively. It is
assumed that all observation vectors, Xi(k)=(xi1(K), ..., Xip(K))', Yi=(Yi1, -, Vip)', 1=1(1)n, are
independent of each other, where n is a number of paired observations. Let zj(k) = xi(k)-yi,
i=1(1)n, be paired comparisons leading to a series of vector differences. Thus, in order to
compare the above signals, and return the likelihood whether the two signals are similar or
not, it can be obtained and used a sample of n independent observation vectors Z(k)=(z1(k), ...,
z,(k)). Each sample Z(k), ke{1, ..., m}, is declared to be realization of a specific stochastic
process with unknown parameters. It is assumed here that z;(k), i=1(1)n, are independent p-
multivariate normal random variables (n>p+2) with common mean a(k) and covariance matrix
(positive definite) Q(k). A goodness-of-fit testing for the multivariate normality is based on
the following theorem.

Theorem 1 (Characterization of the multivariate normality). Let z(k), i=1(1)n, be n
independent p-multivariate random variables (n>p+2) with common mean a(k) and
covariance matrix (positive definite) Q(k). Let w((k), r = p+2, ..., n, be defined by

- . ' - k
w, (k) ="~ (E+1) "2, () -7, 1K) S (2 (K) -2, 4 (k) = (S”){ S () _1}

r |Sr—1(k)|
r=p+2,...,n, Q)
where
r-1
z,4(K)= Yz, (K)/(r 1), 2)
i=1
r-1
Sr1(k) = (7 (k) = Z,_1 (K))(z; (k) = Z,_1(K))', @)
i=1
then the z;(k) (i=1, ..., n) are Ny(a(k),Q(Kk)) if and only if wy.2(K), ..., Wa(k) are independently
distributed according to the central F-distribution with p and 1, 2, . . ., n—(p+1) degrees of

freedom, respectively.



Proof. The proof is similar to that of [2] and so it is omitted here.

Goodness-of-fit testing for the multivariate normality. The results of Theorem 1
can be used to obtain test for the hypothesis of the form Ho: zi(k) follows Np(a(k),Q(k)) versus
Ha: zi(k) does not follow Np(a(k),Q(k)), Vi = 1(1)n. The general strategy is to apply the
probability integral transforms of wy, Vk = p+2(1)n, to obtain a set of i.i.d. U(0,1) random
variables under Hp [2]. Under H, this set of random variables will, in general, not be i.i.d.
U(0,1). Any statistic, which measures a distance from uniformity in the transformed sample
(say, a Kolmogorov-Smirnov statistic), can be used as a test statistic.

Testing for similarity of the two signals. In this paper, for testing that the two signals
(target signal and reference signal) are similar, we propose a statistical approach that is based
on the generalized maximum likelihood ratio. We have the following hypotheses:

Ho(k): Similarity is valid for the acceptable range of accuracy under a given
experimental frame;

Hi(k): Similarity is invalid for the acceptable range of accuracy under a given
experimental frame.

Thus, for fixed n, the problem is to construct a test, which consists of testing the null
hypothesis

Ho(k): zi(k) ~ Np(0,Q(k)), Vi=1(1)n, (4)
where Q(K) is a positive definite covariance matrix, versus the alternative
Ha(k): zi(k) ~ Np(a(k),Q(k)), vi=1(1)n, (5)

where a(k)=(ai(k), ..., ap(k))" = (0, ..., 0)" is a mean vector. The parameters Q(k) and a(k) are
unknown.

2. GMLR Statistic

In order to distinguish the two hypotheses (Ho(k) and H;(k)), a generalized maximum
likelihood ratio (GMLR) statistic is used. The GMLR principle is best described by a
likelihood ratio defined on a sample space 2 with a parameter set ®, where the probability
density function of the sample data is maximized over all unknown parameters, separately for
each of the two hypotheses. The maximizing parameter values are, by definition, the
maximum likelihood estimators of these parameters; hence the maximized probability
functions are obtained by replacing the unknown parameters by their maximum likelihood
estimators. Under Hy(k), the ratio of these maxima is a Q(k)-free statistic. This is shown in the
following. Let the complete parameter space for 6(k)=(a(k),Q(k)) be ©={(a(k),Q(k)):
a(k)eRP, Q(k)eQ, }, where Q, is a set of positive definite covariance matrices, and let the
restricted parameter space for 0, specified by the Ho(k) hypothesis, be ®¢={(a(k),Q(k)):
a(k)=0, Q(k)eQy}. Then one possible statistic for testing Ho(k): 0(k)e®, versus Hi(k):
0(k) €®1, where ®;=0-0y, is given by the generalized maximum likelihood ratio

LR = max Ly, 49 (2(K):000) / max Lo (Z(k):0(K)) (6)
Under Ho(K), the joint likelihood for Z(k) is given by

Ly, 0 (Z(K);8(K)) = (27) "™*Q(K)[ exp(— 3 2 (KIQK)T 'z, (k)/zj. )
i=1
Under H;(k), the joint likelihood for Z(K) is given by

n/2



L, 40 (Z(K);8(k)) = (27) ™" Q)™ eXD(— 2. (zi (k) —a(k)) QKT ™ (z; (k) ~ a(k))/ZJ- (8)
i=1

It can be shown that
-n/2

o00cs. L 00 (Z(K):0(k)) = (27) ™" Q (k)| exp(-np/2), j=0, 1, ©)

where Q, (k) =Z(k)Z'(k)/n, Q,(k)=(Z(k)-a (k)u’ )(Z(k)—a(k)u’)’/n, and a (k)=Z(k)u/u'u are
the well-known maximum likelihood estimators of the unknown parameters Q(k) and a(k)

under the hypotheses Ho(k) and Hi(k), respectively, u=(1, ..., 1)’ is the n-dimensional column
vector of units. A substitution of (9) into (6) yields

~ ni2|~ -n/2
LR=[Qu()| Q| - (10)
Taking the (n/2)th root, this likelihood ratio is evidently equivalent to

LR, =[Q,(0)][Quk)| " =

Now the likelihood ratio in (11) can be considerably simplified by factoring out the
determinant of the p x p matrix Z(k)Z'(k) in the denominator to obtain this ratio in the form

LR, =1/[1- (Z(u)1Z()Z (k)] (Z(K)u) /n) (12)
This equation follows from a well-known determinant identity. Clearly (12) is equivalent
finally to the statistic

v, (k) =(” . pj(LR. ~1) =(”; pjné’(k)[T(k)]-la(k), (13)

where T(k) = an(k). It is known that (a(k), T(k)) is a complete sufficient statistic for the

parameter O(k)=(a(k),Q(k)). Thus, the problem has been reduced to consideration of the
sufficient statistic (a(k), T(k)). It can be shown that under Hy, V, is a Q(Kk)-free statistic which
has the property that its distribution does not depend on the actual covariance matrix Q(K).
This is given by the following theorem.

Theorem 2 (PDF of the statistic V,(k)). Under Hi(K), the statistic Vn(K) is subject to a
noncentral F-distribution with p and n—p degrees of freedom, the probability density function
of which is

(11)

p

- H P
A ACTE { [3 ”Zpﬂ prr V(02

-1
g5 i) | oewen o

where iFi(b;c;x) is the confluent hypergeometric function, qg(k)=a'(k)[Q(K)]*a(k) is a
noncentrality parameter. Under Ho(k), when q(k) = 0, (14) reduces to a standard F-distribution
with p and n—p degrees of freedom,

1+
n

5 (k)
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¢ g2 =T P 7 o[y, P K
g o (Vn (K)iN) = 3(5, 2) o W e v | 0su(g<. (15)

Proof. The proof follows by applying Theorem 1 [3] and being straightforward is
omitted here. [J

3. CFAR Test

The CFAR test of Hy(k) versus Hi(k), based on V,(K), is given by

> h(k), then H, (k)

(16)
<h(k), then H,(k),

Vi (k){

where h(k)>0 is a threshold of the test which is uniquely determined for a prescribed level of
significance «a(k). It follows from (15) that this test achieves a fixed probability of a false
alarm.

If Vn(k)>h(k) then the kth reference vibration signal is eliminated from further
consideration.

If (m—1) reference vibration signals are so eliminated, then the remaining reference
vibration signal (say, kth) is the one with which the target vibration signal may be identified.

If all reference vibration signals are eliminated from further consideration, we decide
that the target vibration signal cannot be identified with one of the m specified reference
vibration signals.

If the set of reference vibration signals not yet eliminated has more than one element,
then we declare that the target vibration signal may be identified with the k*th reference
vibration signal, where

k*=arg Teag (h(k) -V, (k)), 17

where D is the set of simulation models not yet eliminated by the above test.
Conclusion

The main idea of this paper is to find a test statistic whose distribution, under the null
hypothesis, does not depend on unknown (nuisance) parameters. This allows one to eliminate
the unknown parameters from the problem.
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In this paper, we model the noise as an autoregressive (AR) process with unknown
parameters. A special case of a general class of problems concerned with recognition of
changes of model structure of stochastic processes is considered. It is assumed that a stochastic
process can be written in the form of an autoregressive model, which has numerous
applications, ranging from industrial quality control to edge recognition in images and the
diagnosis of faults in computer communication networks. The approach, which is taken here, is
to apply the theory of generalized likelihood ratio testing for composite hypothesis testing. A
procedure is used for calculating the exact likelihood function for the autoregressive (AR)
process. The decision rule is based on the generalized likelihood ratio statistics.

Introduction

The autoregressive (AR) model has proved to be quite useful in communications and
signal processing. For example, in spectral analysis, it provides spectral estimates with high
resolution even for rather short record length. In many procedures of adaptive segmentation of
nonstationary signal into “homogeneous” parts (where the times of change in the signal
spectrum might indicate significant events which are to be monitored (as e.g. with seismic
signals)), the signal is modeled by a Gaussian distributed AR process. In several picture
processing, an elastic registration of distorted pictures is based on the AR model.

In this paper, the problem of recognizing possible changes in structure of a given
autoregressive model is considered. This problem is a special case of a general class of
problems concerned with recognition of changes of model structure of stochastic processes.

The approach, which is taken here, is to apply the theory of generalized likelihood
ratio testing for composite hypothesis testing. A procedure is used for calculating the exact
likelihood function for the AR process. The decision rule is based on the generalized
likelihood ratio statistic. The test obtained is invariant to intensity changes in the noise
background and achieves a fixed probability of a false alarm. Thus, operating in accordance to
the local noise situation, the test is adaptive. In addition, it can be shown that the test is
uniformly most powerful invariant.

1. Problem Statement

In this section, the problem of change recognition in an AR model is formulated as a
test of the following hypotheses:

n

p
Hy:x,=Y a;x, ;+ w, (unchanged model)

j=1
against
p rtq
Hy:x,=Yax,_; + Y .sx,;+w, (changed model), 1)
Jj=1 J=p+l
where it is assumed that, under Ho, {x,}, n = ..., -1, 0, 1, ..., is an AR zero-mean Gaussian

process of known order p; a=(ai, ay, ..., ay)' is a p x 1 column vector of the AR process



parameters, the w, s are Gaussian independent identically distributed random variables, with
mean zero and variance o, S=(sp+1, Sp+2, .., Sp+4)’ iS @ column vector of order ¢. Let us call
ri=E{xx1} for i>1, the covariance of the process, and

p
I r- R

T= 2 3 p-1 (2)
rp rp—l n

the p x p positive definite Toeplitz covariance matrix of the process, and X,=(x,-1, ..., X,.,)" the
p x 1 column vector of the previous p data points at instant ». Then the joint density of
Xp+1=(xp, ..., x1)" IS given by

Jp(Xp41:0) =

1 ' -1
= W exXp( —x,l"X,,1/2), 3)

where 6=(a’,0?)’. The matrix I" and the vector © are related through the Yule-Walker
equations [1]. The calculation of the joint distribution of the set of measurements (x, ..., xn)
given 6, a vector which contains the unknown parameters a, ..., a,, &, gives (for N>p)

S, o xy:0) = f (20, X, Xy ) f (g, Xy 30) =
=f(xN;9,xN_p, e Xy ) f (X, e Xy 130) =

= f(xy:0,xy 0 s Xy ) (0 30,0 gy s Xy ) - S50, 3, X)) f, (e X,00) =

= L agr oo X3 0,4, 0, X)) £ (21, 000 X, 0), (4)
where
N
S @ s X303, x,) = —— 2 exp = Yy, —ax,Fl20%) | (5)
[27[0'2 n=p+1

In the above, f,(-) is the marginal density of the first p observations, while /°(-) is the
conditional density of the remaining observations given the first p observations.
The above problem can be recast as a test of the following hypotheses:
Ho:e'z(or’ ;:+1)
against

H:0=0,0,) 6,0 (6)

21’ p+l
where 0',.,=(a’, &%), 8, = s. In either case the dimensions of 6,.; and @, are p+1 and ¢,
respectively. It is well known that there is no uniformly most powerful (UMP) test for (6). Yet
the generalized maximum likelihood ratio (GMLR) test is widely preferred because of its nice
asymptotic (large sample size) properties such as consistency, unbiasedness, and constant
false alarm rate (CFAR). It is also called the uniformly most powerful invariant (UMPI) test



since it exhibits the UMP property among the class of tests, which are invariant to a natural
set of transformations [2].

2. GMLR Test

The GMLR test for testing (6) is to decide H; if

Zo — L(éqlép+l) > ho

~ (7)
© L(06,.)
for some threshold 4°, where L is the likelihood function,
L(eq’eerl):f(x11""xN;eq’ep+1)’ (8)

0,.; is the MLE of 6., assuming Hj is true while @, and 0., are joint MLE's of 8, and 6.,
assuming H is true. 6,,.; is found by maximizing L(0,6,.:) over 6,... Similarly, 6,,0 ., are

obtained by maximizing L(0,, 0,+1) over 6, and 0,.1.
The likelihood ratio for the problem (1) has the form

P :f(xl,...,xN;éq,ép+l) _ PALCY ...,xN;éq,épﬂ,quﬂ,...,xl, e X,) y
¢ S, 233 0,0 ,44) S Xy 000,,,%, X))
y fp(x_q+1,...,xl,...,xp;éq,ép+l)

fp(xl,...,xp;O,épﬂ)

©)

The second factor is dropped for ease of computation. A heuristic justification for ignoring the
second term is that its contribution to /; will be negligible when N is large and the two
hypotheses are close to each other. With this simplification, the test is equivalent to deciding
H, if

c .0 N0
e 508,80 B X,

>h, (10)

P —
fc(xp+1,...,xN;0, 9p+1,x1,...,xp)
where
SO gr oo X330,,0 500, X, Xy ey X))
1 s 2 2
= maX 5y €XP) D [x, —a'x, =s'x,_,I*/(26%) |, (11)
2o 20 ] n=p+1

_ N
SO X3 0,00, X,y X)) = maz<ﬁexp[— Z[xn—a’xn]zl(ZJZ)}, (12)
a0 [2720 J n=p+l



Xn—p=(Xn—p-1, --» Xnp—g). It CaN be shown that /; is equivalent finally to the statistic

_ N_Zp_q VHO _VHl

V= , 13
Vi p (13)
where
N
V= min > (x,-a%,)"; (14)
a n=p+l
N 2
Vyy, =min Z(xn —a'x, —s’xn,p) : (15)
as n=p+1

Here the following theorem clearly holds.
Theorem 1. Under H;, the statistic 7 is subject to a noncentral F-distribution with
ki=qg and k,=N—-2p—q degrees of freedom, the probability density function of which is

o J "k +2)/2 ko 12 (ky+2j-2)/2
le (V, kl,kz,i) — Ze—i/z (j./zl) [k]_ + 2k]] 2 : kkz \% 1t ‘] (k1+2j+kz)/2 ’ (16)
j=0 J: Bl atss K [k, + (ky +2/)v]
2 2
0<v<oo,
with a noncentrality parameter A>0 given by
2 =5/ (XX, — XIX(XX) XX, Jslo?, (17)
where X; is an (N-p) x ¢ matrix and X is an (N—-p) x p matrix, respectively,
X X4 R S | X, X, X
X X, e X X X e X
X, = 1 0 —q+2 C X= ptl P 2 (18)
XN7p71 XN7p72 PR fopfq )CN71 xN_z .. )CN_p

Under Hp, when A=0, (16) reduces to a standard F-distribution with k; and 4, degrees of
freedom,

£ kk) k1k1/2k£€z/2 pa=2)/2
V; y = ’
Hy 1 h2 B(%kp%kzj [k, +k1v](kl+kz)/2

O<v<ow. (19)

Proof. The proof follows by applying the known results of linear regression analysis
[3-4] and being straightforward it is omitted here. [J



The GMLR test of Hy versus H; is given by

{>h, then H, 20)

<h, then H,'

where the threshold 4 is equal to F, , the upper 100a% point of the central F ,

distribution with k; and &, degrees of freedom.

The probability of deciding H1 when Hj is true (also called the probability of false
alarm) is given by

© kkl/Zkkz/Z © (k1—2)/2
Bep(h)=PniV>h;Hyj= viky, k) dv = —1——2 v dv. (21
FA( ) { O} ;':fHO( 1 2) B(%kl’%kzjh[k2+klv](kl+k2)/2 ( )

Note that Pea(%) is a function only of the integers N, p, and ¢ and threshold /. Hence for these
parameters held fixed the recognition test in (20) has a constant false alarm rate.
The probability of correctly deciding H; (called the power of the test) is

o ® /1/2)j [k+2j](k1+2j)/2kk2/2
Py (h)=Pr{V > h; H, | = ey ky, D)y = 3 62 A2 L 2
D() { 1} .!:le(v 1072 ) 4 ]Z(:) ]| B k1+2j ﬁ x
2 2
< (ky+2j-2)12
v
St 2 )

Conclusion

The authors hope that this work will stimulate further investigation using the approach
on specific applications to see whether obtained results with it are feasible for realistic
applications and may be extended to provide existence results for similar problems.
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CALCULATION OF OBJECT CHARACTERISTICS OF ENDOSCOPIC IMAGES BY
THE EXAMPLE OF APPENDIX

A. Nedzved, A. Belotserkovsky
United Institute of Informatics Problems, National Academy of Sciences of Belarus,
Minsk, Belarus

Here we propose a method to automate defining characteristics, which are useful for
medicine and for endoscopic diagnostics in particular. A number of morphological and colori-
metrical features of appendix is formalized in this paper. It allows to describe an object of in-
terest qualitatively and quantitatively, and monitor its pathological changes in real time mode.

Introduction

Last years show that endovideosurgery reasonably takes its place in abdominal surgery
[1]. However modern state of the art in the field of laparoscopy is not exclude misdiagnosis,
which can give poor consequences [2]. Above all it concerns with verification of thin tissue
structures, which are subjected to dissection (vessels, ducts and organ walls in close contact),
and with object interpretation due to poor resolution and image distortion of video facilities [3].

It is very important not only to reproduce accurately an operational process but to au-
tomate its analysis by endoscopic images. It is possible to monitor a surgery operation in real-
time mode but again the weak place is analysis of results. It is clear that the more numerical
and statistical analysis to be, the better and optimal diagnostics will be performed.

The most difficult and responsible applications of computer engineering is medical
diagnostics and intraoperative tasks, which is also related to the fact that a big amount of
different data is used here. Next steps are important to extract information from endoscopic
images: preprocessing, segmentation, feature analysis, representation of results. Section 2 is
about of new segmentation algorithm which allows to obtain extracted endoscopic objects
such as appendix.

For the purpose of accurate diagnostics of acute appendicitis at laparoscopic opera-
tions we have formalize a number of organ characteristic such as morphological (shape, size,
volume) and colorimetrical (color, texture) features, which describe an object of interest
qualitatively and quantitatively. Results of operational treatment of 84 patients make a fool-
proof ground for our research. In sections 2 and 3 we discuss about results of it.

1. Segmentation of endoscopic images

Image segmentation is for extraction of regions which have same properties [3]. It is
performed after preprocessing step. It is known that it is quite complicated task and depends
on application. Here we propose a segmentation algorithm for processing of endoscopic im-
ages. We omit here description of first steps of image preprocessing, which is presented on
general block-scheme on Fig. 4, and will give segmentation by it self.

Image of appendix takes colors from a red-color range mainly. So, it is better to use
opponent green component to enhance contrast of image. Main characteristics of appendix are
its borders. That why we have chosen an edge extraction technique to segment such an images

(Fig. 1).



Fig. 1. Edge extraction on image of appendix: a) initial image; b) result of extraction

However, it is only the first step of segmentation because extracted borders be-
long not only to object of interest, and it have a width (more than 1 pixel). Morphologi-
cal thinning with deleting of tails is to be the next step of the algorithm (Fig. 2, a). All
small open-ended contours are deleted then to remove geometrical noise, and dilatation
is used to compensate errors on borders (Fig. 2, b). To reconstruct a width of object a
thinning operation is performed followed with image inversion and deletion of objects
which are close to edge. Resulting image consists of binary objects including appendix
(Fig. 2, ¢). Appendix is characterized by elongation factor. So, less elongated objects are
finally to be deleted (Fig. 2, d).

a) b)

A,

c) d)

Fig. 2. Steps of appendix extraction on binary image: a) borders thinning; b) noise removing;
c) extraction of closed regions; d) resulting image of the object

Proposed algorithm of segmentation of appendix is an illustration of particular
task and may be used taking into account features of illumination of endoscopic equip-
ment.
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Fig. 3. Algorithm of extraction of appendix on color image
2. Analysis of characteristics at acute appendicitis

Following signs are usually chosen for diagnostics of acute appendicitis by endoscopic
images:
Appendix is tense (rigid);
Vessels of serose of appendix are expanded;
Color of appendix is pink with glare effect;
Color of appendix is pink;
Appendix is covered with green coat fully or partly;
Liquid beside appendix is green;
Liquid beside appendix is red;
Bowels loops around appendix are hydropic and pale-pink;
Peritoneum of abdominal wall in right iliac region is ruby;
10 Omentum beside appendix is ruby;
11. Omentum beside appendix covered with green coats.

VO N U AW

Next features are used to determine absence of inflammation:
Appendix is elastic (non-rigid);

Appendix is cyan;

Appendix vessels are not enlarged along all surface;

Bowels loops around appendix are non-hydropic and pale-pink;
Peritoneum of abdominal wall in right iliac region is pale-pink;
Omentum beside appendix is yellow.

e a0 o

Since presented above features are reliable and are used in endoscopic diagnostics, we



have formalized it by belongings to organs depending on different segmentation approaches
(Table 1).

Table 1
color shape texture
appendix 3,4,5b 1,a,
appendix 5,6,7,9,10,11,¢e,f 8,d d
neighborhoods
vessels 2.c 2.c

There are 5 global formalized features, which can be defined by topological, colorime-
tric and textural characteristics.

In the framework of experimental study 36 patients with acute appendicitis were ob-
served and 32 patients without inflammation. Research was made through sequence of 159
digital laparoscopic images of acute appendicitis and 68 images of specimens with suspicion
of acute appendicitis. Distribution of features which are specified for acute appendicitis, and
features, which are not typical for inflammatory process, are presented in the table.

“Appendix is tense (rigid)” — feature, which is complicated for formalization. It is de-
fined by physical method with the help of special endoscopic tools by dynamic changes of
shape. Elastic appendix is bending, thus extracted region can be narrowed. Since that it is
necessary to analyze ratio of areas before and after intrusion of surgical tool:

.. area?2
elasticity =

-100%, (1)
areal

where areal — is area of extracted region of appendix before intrusion, and area2 — is area of
extracted region after intrusion.

Experimental study shows that elasticity usually is not more that 74%.

Features 3,4,5,b characterize color of appendix. Usually inflammation entails red or
green color with glare effect and cyan in opposite case. It is very convenient to use a correla-
tion of red, green and blue components as it shown below:

_ 2*B
(R+G)’

2

where R, G, B — mean values of red, green and blue components correspondingly.

We have achieved results which shows that C equal to 0,76 at acute appendicitis,
while glare effect entails parameter in range from 0,98 to 1,1.

Features 5,6,7,9,10,11,e,f are also can be characterized by this parameter. In case of
acute appendicitis it varies from 0,4 to 0,75, and from 0,6 to 0,92 for the rest. However, if
there is no inflammation, dispersion of each color component is less than 18.

Features 8 and d are extremely difficult to formalize. It is need to perform a segmenta-
tion by edge extraction to automate this. Extracted regions should be analyzed with mean
values and dispersion to find color similarity. There is no acute appendicitis in case of pres-
ence of several homogeneous regions. Since this feature is not very effective and it takes
addition time for calculation, we recommend to use it with powerful hardware support only.

One of the most interesting and informative objects of endoscopic research is vessel
(features 2, c). Vessels contain much of topological information, which may say about different



topological processes. Nevertheless we do not show here all potentials of vessels analysis and
are bounded with simplest characteristics.

To study vessels net it should be extracted on images. For this purpose we extract re-
gion which belong to appendix. Well known classical thresholding segmentation does not
allow extract vessels net. It is so because of nonuniform distribution of brightness intensity
though organ’s body. Vessels have a small width and can be removed with low frequency
filtration. (Fig. 4, b). Difference of result of filtration and initial image allows to enhance
contrast of vessels (Fig. 4, c¢). After that procedure its binary pattern can be obtained by thre-
sholding segmentation (Fig. 4, d).

a) b)

d)

Fig. 4. Extraction of vessels net: a) initial image; b) result of low frequency raster filtration; ¢) enhanced
difference between filtration and initial image; d) result of thresholding segmentation of image
(binary pattern of vessels)

Main feature of acute appendicitis is a width of vessels. However, it is impossible to
find real dimensions on endoscopic image. Therefore, we use relative values to find a width.
The most convenient way is to find a ratio of vessels and organ areas:

R AreaV ’ 3)
Area

where AreaV — area of vessels , Area — area of organ.

The value of parameter is very high in case of acute appendicitis and varies in the rage
of [0; 0,167] in other case.

A summary table of features for image analysis of appendix is presented in Table 2.

Table 2

Feature Acute appendicitis | No inflammation
elasticity > T74% <74%
color correlation (C) for <0,76 or 0,98-1,1 0,76-0,97
organ
color correlation (C) for 0,4-0,75 0,6 - 0,92
organ neighborhood
maximal dispersion for color >18 <18
components

relative vessels area >0,167 0-0,167




Conclusion

It is known that applying of computer methods allows to automate defining characte-
ristics, which are useful for medicine and for endoscopic diagnostics in particular. Proposed
approach to such automation is very important since it allows to monitor pathological changes
in real time mode.

Here we have shown a principal scheme of processing of endoscopic images of acute
appendicitis. Main stages of such processing were examined. We have proposed 11 features
and have defined 9 of them to use for diagnostics. The most important one is to study topolog-
ical changes, although significant variability of organ’s characteristics does not guarantee
accuracy of diagnosis.
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SEAT INFLUENCE AREA EXTRACTION FROM MAGNETOPTICS IMAGES

A. Nedzved'?, V. Bucha', W. Dobrogowskiz, A. Maziewski’
! United Institute of Informatics Problems, National Academy of Sciences of Belarus,
Minsk, Belarus;
? Institute of Experimental Physics, University of Bialystok, Biatystok, Poland

In this paper we describe an image-processing pipeline for seat influence area
extraction from magnetoptics images. The extracted areas are used for analysis of magnetic
structures. Due to proposed approach a number of features can be obtained such as seed
coordinates, seat influence area, magnetization front, velocity of magnetic field propagation,
etc. These features provide physicists with vital additional information about magnetic
materials and help to describe the complex nature of magnetization.

Introduction

Many physical experimental setups rely on digital image processing. The introduction
of new generation of digital magnetoptics and scanning probe microscopy (SPM) enables new
experiments. However the acquired images are often processed in manual time-consuming
mode. And it is clear that complete system for processing and interpretation of magnetoptics
images can not be constructed. Nevertheless the system which should extremely reduce the
amount of routine work is in a high need.

The macroscopic properties of a magnetic material are determined by its magnetic
microstructure. Therefore domain observation is essential for the development of magnetic
materials and understanding of magnetization processes. We use magnetooptical microscopy
for domain observation [1].

At the most basic level magneto-optic imaging is simply based on the rotation of the
polarization plane of linearly polarized light upon reflection from a magnetic surface. The
domain contrast in the image is directly sensitive to the magnitude and direction of
magnetization. Arbitrary magnetic fields can be applied during observation so domain
nucleation and magnetization processes can be observed easily. Possibly the utmost advantage
over other domain observation methods is the speed and time-resolution in which images can
be acquired.

An image-processing pipeline that assures correct determination of the magnetic field
distribution of magneto-optical images is presented [1, 2]. The method remedies image faults
resulting from sources that are proportional to the incident light intensity, such as different
types of defects in the indicator film and light unevenness, as well as additive signals from
detector bias, external light sources, etc. When properly corrected a better measurement of the
local magnetic field can be made, even in the case of heavily damaged films.

The physical experiment allows to grab image for every value of magnetic field. This
result to grabbing of images sequence. For these images seats of magnetization grow in
depending on evolution magnetic fields.

The seats of magnetization, their influence and contribution in overall picture of
magnetization are important and challenging problem in applied physics. Hence the approach
which allows to estimate the seat influence area is proposed which consist of the following
stages: noise reduction for image enhancement, image segmentation for magnetization seats
extraction, accumulation image construction to take into account image changes and
watershed operation for seat influence area extraction.



1. The proposed approach

Image capturing by digital magnetoptics microscopy is a complex process which result
to image distortion and noise appearance (Fig. 1). Thus the first step of our approach is noise
reduction. There are several techniques for noise reduction and elimination [3]. For solving
this task, it is possible use any methods of noise reduction. We recommend median filtration
as more simplest and popular method.

Fig. 1. Magnetoptic image

The segmentation step is required to extract the objects of interest. In our case the
areas of magnetization are under investigation and should be correctly classified. We used the
tresholding technique [4] for segmentation step (Fig. 2). On segmented image there are small
particles which are treated as a noise to be filtered. The resulting binary image is constructed
by seats regions. But often these regions are connected. Therefore, it is necessary to separate
its.

) »
-

- - L »

Fig. 2. The sequence of binary images after segmentation

In addition the investigated scene is not static but dynamic and magnetization areas are
changed in time. There are two types of magnetization areas: seats and front of magnetization.
The seats correspond to stand alone white particles in images and the front is the largest white
area in images.

Depend on experimental condition the new seats can arise and the old one can be
absorbed by the magnetization front. The changes of images are taken into consideration in
accumulation multiphase image which is product of segmented binary images (Fig. 3).



Fig. 3. Multiphase image after accumulation of binary

images

The watershed operation is a popular image segmentation algorithm which simulates a
flooding process [5, 6, 7]. Multiphase accumulative image is identified with a topological
surface, in which the attitude of every point is equal to the phase level of the corresponding
pixel. Once the relief is completely covered by water, the set of obstacles depicts the
watershed image. In our case watershed image allows to evaluate the degree of seats influence
in magnetization front formation (Fig. 4).

In result the proposed pipeline for extraction of seats regions are represented by two
phase (Fig. 5): processing every image from sequence and processing accumulated image

from sequence.

Processing of images sequence

-
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~
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v
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Fig. 4. Seats influence area extraction

A
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v
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v
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Image of seats area
influence

e

Fig. 5. Pipeline for seat influence area extraction

Conclusion

The described image processing pipeline allows to extract seats area influence from



magetoptic images. The result of this processing is multiphase image. which includes
information about seats evolution against changing of magnetic field. The proposed approach
allow physicists to focus on result interpretation rather than image processing. That is why it
is more convenient for analysis of magnetic properties of samples and serving results of
analysis.

Acknowledgement

This work was supported by the Polish State Committee for Scientific Research (Grant
No. 4 TO8A 025 23) and EU project “Transfer of Knowledge” NANOMAG-LAB
(No. MTKD-CT-2004-003177)

References

1. Hubert R., Schifer R. Magnetic Domains, Springer, Berlin 1998.

2. Egelkamp St., Reimer L. Imaging of magnetic domains by the Kerr effect using a
scanning optical microscope. Measurement Science and Technology, vol.1, 1990, pp.79-83.
3. Gonzalez R.C., Woods R.E. Digital Image Processing. Prentice Hall, 2002.

4. Sahoo P.K., Soltani S., Wong A.K.C., Chen Y.C. A survey of thresholding
techniques. Computer Vision, Graphics, and Image processing, n. 41, 1988, pp. 233-260.

5.Chen C.H., Pau L.F., Wang P.S.P. Segmentation tools in Mathematical
Morphology. Handbook of Pattern Recognition and Computer Vision, World Scientific,
Chap. 2.6, 1993.

6. Bienieck A., Moga A. A connected component approach to the watershed
segmentation, Mathematical morphology and applications to image and signal processing,
Edited by H.J.A.M. Heijmans and J.B.T.M. Roerdink. — London: Kluwer Academic
publishers, 1998, pp. 215-222.

7. Boomgaard R. Mathematical Morphology: Extension Towards Computer Vision,
Academisch proefscrift, Faculteit der Wiskunde en Informatica de Universiteit van
Amsterdam, 1992, p. 155.



FEATURES OF MAGNETIC STRUCTURE ANALYSIS IN SOFTWARE “ZUBR”

A. Nedzved'?, W. Dobrogowskil, S. Ablameykoz, M. Tekielak', A. Maziewski'
! Institute of Experimental Physics, University of Bialystok, Biatystok, Poland;
? United Institute of Informatics Problems, National Academy of Sciences of Belarus,
Minsk, Belarus

In this paper describe software package ZUBR. This software was developed for analysis
of magnetic structures. The structure of this software is described. This structure provide for
task magnetic image preprocessing, measurements investigation and analysis of tree type of
magnetic structure.

Introduction

In order to gain insight into the properties of magnetic materials and performance of
devices it is important to be able to study the magnetic domain structure of the material or
device under investigation. Magnetic domains are regions of unidirectional magnetization
which are governed by one of the fundamental laws of nature — minimization of energy in the
system. The knowledge of domain structures is of great importance of the fundamental phys-
ics of magnetism, as well as technical application.

In the last years we have been a growing interest in ultrathin magnetic films properties
relating the magnetic domain structure and magnetization reversal process [1, 2]. The magnet-
ic microstructure is strongly correlated with the film morphology in the atomic scale, which in
turn is determined by the growth conditions. Interesting magnetization distributions can be
expected after some magnetic material modifications e.g. by patterning, special buffer, and
overlayer structure.

A number of different techniques to study the domain structure of magnetic materials
exist today. One such technique is the magneto-optical imaging technique which has signifi-
cant advantages of being relatively inexpensive, non-invasive and applicable to a broad range
of magnetic samples. The observation of the domain structure was performed using the longi-
tudinal magnetoopical Kerr effect in a wide-field optical polarizing microscope equipped with
CCD camera and image processing technique. The video signal was electronically processed,
subsequently digitized and then improved by standard image processing techniques (including
subtracting of reference image). Spatial distribution of the remnant state in the sample was
studied on the basis of 1(i,j) matrix images. A computer controlled set-up enabled changes of:
(1) sample image 1(i,j) registration time, (i1) pulse amplitude H, and its duration A (A=1 s was
in experiments described below) of the magnetic field perpendicular to the sample plane.

The following procedure was used for domain structure study during magnetization
reversal: (i) the reference image 1.(i,j) was registered after sample saturation in H; <0 (“black”
direction), then (ii) remnant domain structure image Ips(i,j) was recorded in zero magnetic
field after application of a pulse of the H,>0 (“white” field direction, A duration time). Each
resulting images was calculated using the formula: Ppg(i,j)=Ips(i,j)-1.(i,)).

There are many software packages of image processing that are used for analysis
magnetic structures [3-5]. But these software packages include function of image preprocess-
ing for improving magnetic image and common image processing procedure. We are develop-
ing new software package that include function of analysis of separate magnetic structures
and calculation complex characteristics for description of its evolution.



1. Magnetic structures

There are many different types of magnetic structures [6]. We observe four basic con-
figurations of magnetic structures in ultrathin magnetic films in the frame of two types of
magnetization reversal.

(A) Magnetization reversal proces is characterized by many nucleation centers in ob-
servation area.

1. Blobs (Fig. 1, a): they are solid objects, without internal structure; blobs growing
1s isotropic.

(B) Magnetization reversal proces is characterized by limited number of nucleation
centers in observation area.

2. Front (Fig. 1, b): this is a big object that is characterized by flat growing in one di-
rection.

3. Needles (Fig. 1, c): they are very elongated in one direction objects. Usually they
have sharp terminations.

4. Dendrites (Fig 1, d): they are very complex objects. Dendrites represent connected
structure of branch.

Other objects usually constructed by these four types of structures.

c)

Fig 1. Four types of magnetic structures: a) blobs; b) fronts; c) needles; d) dendrites

This magnetic structures classification lay on base additional features of software
package “Zubr”.

2. Organization of software package
The software package “Zubr” is developing by toolsets LabView. This software pack-

age allow to processing 10 images. Every image describe by index, palette, zoom and are
presented in separate special window (Fig. 2).
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Fig. 2. Shell of software package Zubr

Workspace of software package is divided into menu and working panel. Menu allows
selecting operation for image processing or analysis. Working panel can include graphics and
tables with results of analysis and fields of image description.

Functions of this software are divided into tree functional group (Fig. 3):

— common image processing,

— static analysis of magnetic structure,

— dynamical analysis of sequence of magnetic images.

The group of common image processing includes function of input or output organiza-
tion, image improving, background correction, segmentation, transformation and traditional
interactive tools for image editing and measurement.
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Fig. 3. Common structure of software package Zubr



The group of static analysis of magnetic structure include as traditional function: mea-
surement connected objects and few regions and fractal properties, as additional functions of
analysis of blobs, front, needles, dendrites. Additional functions include phases of object
extraction and calculation of specialized characteristics and features.

The group of dynamical analysis of magnetic images also includes traditional tools of
processing sequences of images and additional tools of structures changing. Additional tools
are evolution of static function of analysis. But tools of dynamical analysis are organized as
separate virtual instruments. They can be started from basic package and from program shell

LabView. The every function of dynamical analysis has unique dialog for process manage-
ment (Fig. 4).
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Fig. 4. The special dialog of dynamical analysis of dendrites structure evolution

The sequences of the images is usually investigate for the analysis of the evolution of
the domain structure during the magnetization reversal process. In this connection, the image
processing managing in Zubr has complex structure (Fig. 5).
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Fig. 5. The structure of images sequence processing in Zubr



This structure includes two parts for one image processing and sequence processing.
For one image processing usually image is extracted from sequence or is creating by images
merging. In phase of one image processing, the user can develop script by using image
processing functions through menu. The user can repeat processing by script for every image
from sequences. In this case calculated characteristics for objects like as array of results of
one image processing.

Conclusion

The software package “Zubr” has unique function for magnetic structures image inves-
tigation. The analysis divided to four basic groups: blobs, fronts, needles, dendrites. This
groups are basis for analysis many other more complex structures. The software package
“Zubr” allows to study static structures and it evolution. The fact of developing this package
in LabView allows to use this along with instruments of managing of physical experiments. It
is necessary to use LabView for investigation of dependence of magnetic structures and dif-
ferent physical characteristics.
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PARALLEL PROCESSING OF INTEGRATED CIRCUITS LAYOUTS IMAGES

A. Otwagin, A. Doudkin
United Institute of Informatics Problems, National Academy of Sciences of Belarus,
Minsk, Belarus,
forlelik@yahoo.com, doudkin@newman.bas-net.by

The integrated framework for parallel processing of images of integrated circuits layouts
that based on a graph-oriented parallel algorithm representation is described. A parallel
program is developed from single computational units (grains) in specialized visual editor. This
visual schema is translated into XML form that is interpreted by multiagent runtime system,
based on a MPI library. The runtime system realizes a dynamic optimization of parallel
computations with the algorithm of virtual associative network. The proposed tools are well
suited for rapid development, analysis and execution of parallel algorithms with adaptation to
specific cluster architecture.

Introduction

The modern semiconductor manufacturing needs to control all of the critical process
modules that drive integrated circuits manufacturing success. An optical inspection is the
important part of such control solutions. It implies the presence of some operative analysis
system [1] providing image registration, visual information processing and analysis.

The effective processing of large amounts of inspection data can be achieved only with
use of modern software design technologies. The one of the leading modern technologies is a
parallel processing. The great obstacle for the broad use of this technique is a necessity of
solution of additional optimization tasks of developed applications for higher performance.
Providing and using of high-level abstractions can greatly increase a quality and speed of
application development. Developers have a feasibility of a rapid transfer of existing
applications and algorithms to parallel platforms.

There exists a necessity of a development of integrated tool suite for easy
development, analysis and optimization of parallel applications. This tool must hide specific
mechanisms of parallelism realization that a programmer can attend to information processing
algorithm. The tool also must provide a visual program presentation and features for
reengineering and adjusting the program structure to specific cluster architecture.

The basis of parallel application development is a certain computational model. The
broadly used one is a task-parallel model that is perfect suited for realization of many parallel
applications. This model is very good expressed in graph-oriented visual representations. The
extension of graph model by specification of its elements can be used for development of
complicated applications.

In many cases the development of newly created parallel applications is made on the
basis of existing sequential algorithms. A transfer and an adaptation of existing code for
parallel virtual machines require many expenses. The realization of algorithm parts in form of
independent components allows using component development paradigm, when the program
is constructed from large blocks of codes. The development and testing time of program can
be reduced significantly in this case.

The process of parallel program execution itself needs an application of sophisticated
methods for load balancing, planning and optimization. In many cases the nodes of parallel
system can have temporal or spatial heterogeneity. Such system must be equipped by means
and tools of runtime control and dynamic reconfiguration to achieve a high performance rates.



We propose an integrated tool suite for development, analysis and support of parallel
processing. It has a visual editor, translator, optimization tool and a runtime system, based on
MPI [2] library. The use of MPI makes our tool suitable for wide range of parallel computers.
In the proposed system we realize the following remarkable features:

1. Visual representation of algorithm based on a graph-oriented form and task-parallel
computation model. We introduce a concept of a computational grain that means a single unit
of processing. The grain can be developed in different languages and must perform a
dedicated interface for integration into parallel application.

2. Application mobility that is realized through a grain libraries that are attached to
runtime system. The tools of our framework are also developed in platform-independent
manner by use of open standards and tools (C++, Java and MPI).

3. Static and dynamic optimization of parallel algorithms with use of virtual
associative network algorithm. This algorithm is a variant of hybrid genetic algorithm and
ensures a fast search of optimal solutions. We use two modifications of algorithm for static
and dynamic optimization respectively.

4. Dynamic mapping of grains on the processors of a computer cluster with use of
information that is collected in runtime. This information can be used for scheduling of
parallel processing application.

The tools for parallel processing support are based on modern architectures, in
particular, on an agent-oriented approach. This one allows realizing a complex behavior for
optimization of parallel computing under circumstances of instable resource and computation
load.

This paper is organized as follows. In section 1 the graph-oriented model of program
construction is considered and the concept of computational grains is introduced. Section 2
describes the main parts of a framework and its cooperation in program development process.
Section 3 is dedicated to design and implementation of runtime system for parallel
applications support. Section 4 describes experimental results of practical use of proposed
tools for parallel processing optimization.

1. A parallel application model and a computational grain concept

The basic principles of creation a graph-oriented parallel program representation are
defined in [3]. The scenarios for data processing are represented in the form of Directed
Acyclic Graph (DAG). DAG is represented as a tuple G=(V,E,W,C), where:

e Vs a set of graph verticesv, eV, 1<i<N. Each vertex is associated with data
processing operation. A set of graph vertices represents decomposition of parallel dataflow
processing program on the separated operations;

e Eisasetof graph edges {e,, = (v,,v,)}e E,;i=LN,j=1N,i = j. An edge represents a
precedence relation between operations in scenario and determines a data transfer between
these nodes;

e JVis an operation cost matrix;

e ( is an edge cost set, where ¢, e C determines the communication volume

between two data processing operations, which is transferred by edge ¢, ; € £. We consider

those operations, which are related and connected by the edge, use an identical data format for
a predecessor output and a successor input. For all scenarios, particular edge has an equal
cost.



The development of dataflow processing application includes the following three
stages:

¢ Dbuilding of a scenario DAG that describes logical structure of application;

e assignment of operations to graph vertices and editing of operations parameters for
each data type;

e mapping of scenario DAG to cluster architecture.

Each computational operation in scenario is realized as a separate unit called a grain.
The grain uses specific interface for integration into framework and data exchange. A design
of the grain makes possible a rapid adaptation of existing processing algorithms into parallel
application. These algorithms are transformed to objects that are capable to form its own
calling context on the base of received parameters. Each operation interprets its parameter
string by convenient way and converts parameters to variable name or to constant value. The
order and rules of parameter transform are determined by operation specification.

All operations work with a specific data storage facility that is incorporated into
framework architecture. The storage realizes a shared memory abstraction for source data and
results of processing. A variant of shared memory is realized on a shared file system that is
common for many cluster architectures. A storage interface provides operations for writing
and reading of data. There exists also an intermediate storage mechanism in local memory of
each processor, where the results of this processor operation are stored. This one allows
reducing time expenses for variable reading in case of repeated access.

The parameters of operation are read from storage. Each parameter is identified by an
object name, represented as a string. Each parameter value is placed into corresponding
internal grain variable, thus all parameters form a calling context. Further the operation is
executed and results of processing are placed in storage. At this moment these values are
accessible for other grains in parallel application.

The grains are collected in specific libraries that are dynamically linked into parallel
application. The grain is loaded from library in due time and identified by operation name.
The realization of specific grain libraries for different classes of processing algorithms easy
expands the application area of proposed framework.

2. The framework architecture

The framework architecture and its main components are shown on Fig. 1.
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Fig. 1. The framework architecture



The user interface is a collection of tools for visual development and analysis of
parallel application. It contains a specific visual editor that uses a graph-oriented model of
algorithm representation. Using the editor it can draw a logical algorithm graph, map
operations to graph vertices, and define parameters for operation execution to process
different data objects. For analysis of deterministic data flows the editor makes possible to
define a dataflow pattern as a queue of objects with corresponding types. It can also create a
cluster topology and define performance characteristics of each node of cluster.

The optimization and mapping tools contains a simulation model and optimization
algorithm. The simulation model is used for evaluation of schedules, produced by
optimization algorithm and for visual representation of best schedule. User can compare two
different schedules in graphical form as a Gantt chart and change schedule manually to
achieve best results.

There exist many algorithms of DAG scheduling that use various optimization techniques
and heuristics. The techniques include priority based list scheduling [4-6]. Another famous
technique is clusterization [7, 8]. The perspective search techniques use evolutionary optimization.
These techniques are based on such algorithms, as a tabu search [9], simulated annealing, and
genetic algorithms [10]. A genetic algorithm (GA) technique is the most powerful, and many of
algorithms are proposed in this field. However, the classical genetic algorithm is a blind search
technique. To speedup genetic algorithms we proposed an algorithm of virtual associative network
[11-13], which belongs to a class of hybrid algorithms.

The solutions, created by the virtual network algorithm, are stored in XML form
together with the parallel algorithm representation. This file is interpreted by runtime system
that is constructed as a multiagent application. The runtime system is build on top of MPI
library. The architecture of runtime system isolates parallel application logic from basic tools
for parallel process creation and control. This approach makes the parallel applications more
platform-independent and flexible.

3. Design and implementation of runtime system

The runtime system for dataflow processing is designed as distributed multi-agent system
[14]. The system consists of two types of program agents: a coordinator and an executor. All
agents are realized as MPI processes and use MPI facilities for execution control and data
exchange. The principles of system functioning allow to use it for processing both deterministic
and stochastic image flows. The architecture of runtime system is presented in Fig. 2.

Descriptor’s queue

Dynamic
scheduler

Fig. 2. Runtime system architecture



The system uses a “master-slave” approach. Coordinator is a main process that
controls the logic structure of a parallel algorithm. It contains a descriptor queue for all
processing objects. Each descriptor determines a type of the object and a current grain that
must be executed for this one. The descriptor queue contains descriptors for all operations
ready for execution. The main task of coordinator consists in transferring ready descriptors to
free executors accordingly to operation to processor mapping. The coordinator also checks a
moment of the operation finish and places new ready descriptors to the queue.

An executor agent is an abstraction of a real physical processor. The main task of this
one consists in execution of computational grains that are received from coordinator. The
executor works with the grains library and loads required grains for execution on dedicated
processor. After completion of the grain, the descriptor is returned to the coordinator. The
executor works while stop instruction is not received from the coordinator. The interaction
between agents is performed through shared memory storage interface. All synchronization
tasks are performed by coordinator thus ensures deterministic parallel computations.

In case of processing a stochastic dataflow the fixed operation to processor mapping
can be ineffective. The runtime agents check system state and characteristics continuously.
These characteristics are collected in the coordinator and used for runtime optimization. The
optimization is based on the measuring of data processing speed. When the dataflow changes
its pattern significantly, the system must adapt to this situation. The adaptation procedure
performs reconfiguration of the operation mapping for all processors. When this
reconfiguration is done, the coordinator applies new scheme to transfer the descriptors. The
system tries to adapt to changed conditions in order to achieve a high processing speed.

4. Experimental results

The proposed tools for parallel processing of data flows are used for development of
applications to process integrated circuits layers images. The library of grains contains in this
case a set of preprocessing operations, and operations for contour detection and uniforms area
selection. The data types for these operations (images, filters and so on) are placed in library
too.

For evaluating of proposed algorithms and a framework two series of experiments
have been made. First, we studied the deterministic flows, which had a fixed number of
objects with known types. The second group of experiments was run with stochastic image
flows, where the input data were generated randomly.

The results of a first group experiments shows that the algorithm of virtual networks
for static scheduling finds better solutions and the performance of the algorithm is increased,
when the complexity of schedule is increased too. The algorithm based on virtual networks
finds solutions faster, than classical GA and requires fewer computations.

The second group experiments with stochastic image flows shows that the dynamic
optimization of operation mapping in dataflow processing can significantly improve the
processing rate. The modified virtual associative network algorithm brings very small
overhead to parallel application execution.

Conclusion

The development of parallel applications with specific integrated component
frameworks makes possible to significantly increase the speed and quality of all project
procedures. The use of visual editing, automatic analysis and optimization can attract new
users to this area of computing.



The architecture of framework based on a multi-agent paradigm can be easy adapted to
many other industrial applications that require a parallel processing. The flexible application
construction and runtime adaptation allows obtaining a high performance of application. The
proposed tools are easy expandable with the new grain libraries, storage mechanisms and
optimization algorithms.
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THE DEVELOPMENT OF SCALING EFFECTS IN FRACTAL THEORY
AND ITERATIVE PROCEDURES FOR
PROCESSING OF THE DISTORTED IMAGES

A.A. Pakhomov, A.A. Potapov
Institute of Radio Engineering and Electronics Russian Academy of Sciences,
Moscow, Russia

The principles of designing the functional algorithms had been elaborated and the principles
of hardware design for the fractal non-parametric detector of radar signals (FNDRS) had been
investigated. The FNDRS model structure had been determined basing on firstly proposed in IRE RAS
conception on topology sampling and fractal signature. The FNDRS model had been tested
experimentally using both frequency and time scaling to detect the sinusoidal and pulse signals
covered by additive noise and disturbance with one-dimensional sampling. The probabilities for
correct detection had been calculated and the comparison between the classical accumulation mode
and the elaborated fractal filtration method had been carried out. The iterative concept is the actual
for the reconstructing distorted images by the Earths atmosphere.

Introduction

The fractal radio systems conception suggested and successively developing in IRE
RAS [1 — 8] allow us look in a new fashion on the traditional methods of the radio systems
design. In such “fractal” approach it is naturally to focus an attention on the description and
processing of the radio physical fields (signals) exceptionally in the fractal measure space,
using the scaling hypothesis and “heavy tails” distributions or stable distributions. All results
set forth below have priority in Russia and serve as a starting material for the further
development and foundation the practical application for fractal methods in radio electronics
and radio physics, as well as for the developing the fundamentally new fractal devices and
fractal radio systems.

The development of the first etalon dictionary of fractal properties for target classes
[2,6] and the constant improvement of algorithmic supply are the main stages when
developing and modeling the fractal non-parametric detector of radar signals (FNDRS) in the
specially designed processor form [7].

Basing on the obtained results we may talk about the designing not only fractal blocks
(devices) but also the total fractal radio system itself directly. Such fractal radio systems are
involving structurally (starting from an input) fractal antennae and the digital fractal detectors.
They are established on the fractal methods of information processing and in long-range
outlook they can use fractal methods for radio signals modulation and demodulation. The
recursive process application allows in principle to create the self-similar hierarchical
structure down to separate conducting stripes in a chip.

1. The system-defined principles for FNDRS

Let us consider the technical principles and organization of the hypothetical model of
FNDRS. In general FNDRS consists of the digital receiver module (HF part), ADC and
control PC. The large assortment of analog-to-digital sub-modules, differing by a word width,
processing speed, number of channels and functional ability together with the basic modules
resources concerning the digital signal processing and the high-speed lead-in the digitized
data into PC gives the possibility of creation on their basis the wide gamma of digital



processing and data storage systems suitable for the different applications of the fractal
treatment under consideration.

The block diagram of the first FNDRS model presented on Fig. 1 has been elaborated
basing on our investigations. The following labeling is accepted for this diagram (Fig. 1):
HFA — high frequency amplifier, X — mixer, G — heterodyne, F — band filter, [FA —
intermediate frequency amplifier, DDK — quadric detector (spectrum transfer to zero
frequency), Re, Im — real and imaginary quadratures, ADC — analog-to-digital converter, CPU
— central processor, Interface — input/output device (monitor, keyboard, mouse, printer,
internet adapter), HDD — hard disc, OS — operational system, Algor — software.

The following programs are stored in the hard disc of FNDRS: a) the instantaneous
values calculation of the fractal dimension, b) the total signature of data array under
processing calculation, c) the real time calculation of the processed data realization in
different time scales, decimation, interpolation (“interleaving”), d) the data sorting according
to its fractal measure values, €) the usable signal restoration from the input mixture using the
multi-scaled fractal treatment. In accordance with the practical applications the FNDRS
software can be extend drastically with the additional programs.
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Fig. 1. Generalized block-diagram of FNDRS model
2. Iterative image processing consept

One of the important problems of optical astronomy is the improvement of quality of
images of celestial objects when observed by large ground-based telescopes. The turbulent
Earth atmosphere is known to limit the resolution of the observed by the value A/r,, where

A=0.55um is in visual range and r,=1-20 cm is Fried parameter. On average, the

resolution of recorded images is 1", while the diffractional - limited resolution of the
telescope - A/D is better by about an order of magnitude. Here D is the aperture diameter
and A is wavelength. At present, three main methods to deal with turbulence problem are
known: the Labeyrie method, the Knox-Thompson method and a generalization of closure
phases method, the method of triple correlation. Experiments with the only one image
processing technique that is useful for fast-rotating bright objects have been undertaken for
the first time by. However this problem is rather complicated and the method of "blind-



deconvolution" is poorly convergent due to the non-convex character of set with given spectra
product. Given two or more registered images, as shown by Pakhomov and Lozin [8-11] or by
using Hartmann sensor, it should be possible to obtain stable restoration mechanisms, but the
control of such a telescope is rather complicated technical problem. At the same time for
images of weak astronomical objects observed with photon counting techniques the triple
correlation method allows significant improvement of resolution.

The idea of present method consist in registration some images of the object during
atmospheric "freezing" time At =0.01—0.02s. In this case atmospheric phase distortions are
constant in the observing time and the object orientation is changing. For registration those
images is necessary high-velocity camera or high-velocity photorecoder with registration time
about 0.001-0.0001s. The supplement condition for deciding this task is the presence a
number of very rapid objects with full rotation period about 0.1s.

The are the following general requirements for the recorded images: the recording
time must be very small in comparison with atmospheric "freezing" timescale, At = 0.001s,
the spectral interval must be rather narrow (A4 =Ar,/D), the angular dimensions of object

must be small (about 5-10", space invariance condition).

A mathematical simulation of algorithm has been carried out by the authors on images
128x128-pixel square with A/T-486 one of those was rotated on angle 90°. Gaussian noises
was takes as initial estimates for both images and in another case the distorted images ware
take as initial estimates. Sizes of image mask are true or obtained by threshold filtering of
distorted images. Two distorted images obtained by digital simulator, D/r ratio and two masks
comprised the input information. One full cycle of iterative projection algorithm involves 4
Fourier transforms. Other operations being taking in account, the duration of the iteration
becomes 6 fast Fourier transforms. The experiment was performed for D/r = 4, 6, 8§, 20 with
true mask size. A significant quality improvement was observed after 10 iterations; after 100-
200 iterations an image identical to the initial one had been restored. For very complicated
objects 300 iterations are needed. In the combined processing of 5 and 10 distorted images
with D/r=10 total restoration was obtained after 3-5 iterations.

3. Investigation of the influence of noise

The experimental verification of algorithm stability in noise was carried out by the
addition of random Gaussian noise with zero average value and with unit dispersion to two
images distorted by the atmosphere, where the noise level was varied by a constant value. For
the signal-to-noise ratio we used the quantity q.

Simulation was performed for signal-to-noise ratio of 10, 5, 3. Without exception the
restored image was free of atmospheric distortions, but it was distorted by the noise with
practically constant level. The presence of noise had little effect on the convergence of the
algorithm, but for images with fine, high frequency structure, the noise caused significant
distorts of the smallest details. All the spectral estimates obtained in the restoration process
were normalized to one at the origin. It should be mentioned that additive noise is not typical
for astronomical images. The most fundamental source of noise in imaging systems is shot
noise, which is governed by Poisson statistics. Experimental investigations of algorithm's
stability to this kind of noise were carried out by processing of real images using median
filters of various types for smoothing the pulse influence. As a result, the method proved to be
stable with respect to this kind of noise too.

The above Fig. 2, a - present picture with initial distorted images in strong blur on the
Fig. 2, b - present picture with reconstructed images with iterative procedure.



a) b)

Fig. 2. Distorted images (a) and picture reconstructed images (b)

Conclusion

The functioning FNDRS model has been produced in the context of the fractal radio
systems conception suggested by the first of authors. The FNDRS structure has been
determined on basis of conception about the sampling topology and fractal signature firstly
suggested in IRE RAS. The method for designing the algorithms of the functioning the fractal
non-parametric detectors for radar signals has been elaborated and the principles for the
FNDRS hardware have been investigated. The FNDRS block-diagram has been designed, the
functioning regulations for the ADC and digital receiver sub-modules have been analyzed, the
required types of the programmable IC have been selected.

In future the transfer to the hardware implementation of the created fractal algorithms is
necessary. Such transfers imply the broad using of the specialized signal processors and the high-
speed PLIC. It allows to accelerate in many times the required calculations and to speak about the
practical introduction of all developed methods for the fractal treatment of signals and images.

Thus at present time it is possible to talk about the reliable physical foundation for the
practical use of the fractal methods in the modern fields of radio physics, radio engineering,
electronics and information-controlling systems.

These fundamental results have a priority in Russia and can be the starting material for
the future development and the practical use of the fractal methods in radio electronics as well
as for the concept consideration to develop the fundamentally new fractal radio systems. They
will discover the new possibilities in the modern radio electronics and may have the widest
perspectives for the practical applications.

As a consequence of Dr. Potapov’s business trip to USA (towns Huntsville, Atlanta,
Franklin, NY City) in December 2005 with the framework of ISTC and his presentations and
lectures about the fractal technologies the official letter from the Alabama university and from
the Center for Space Plasma and Aeronomic Research (CSPAR) at the Alabama University
had been received with the following lines: "...RADAR technologies presented by Dr.
Potapov are novel and based on the fractal theory. Their importance for the international
community of specialists and scientists is undeniable”.

It should be mentioned that B Mandelbroth - the fractal theory founder — during his
prolonged meeting with A.A. Potapov in Now York has revealed the very large interest to the



conception “Fractal radio systems” and to all results obtained in this direction as well as to the
monograph [3] publishing in the USA (Fig. 3 — photo).

Fig. 3. The scientific meeting A.A. Potapov and B. Mandelbrot (USA, Now York, December 2005)
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VOICE CONVERSION AS A PART OF THE VOICE ANALYSIS/SYNTHESIS
SYSTEM BASED ON THE PERIODIC-APERIODIC
DECOMPOSITION OF SPEECH

A. Pavlovets, A. Petrovsky
Belarusian State University of Informatics and Radioelectronics, Minsk, Belarus

Voice conversion is defined as modifying the speech signal of one speaker (source
speaker) so that it sounds as if it had been pronounced by a different speaker (target speaker).
The article devoted to a method for representing the relationship between two sets of spectral
envelopes and its implementation in the context of the PAPD (periodic-aperiodic
decomposition) system.

Introduction

Voice modification techniques attempt to transform the speech signals uttered by a
given speaker so as to alter the characteristics of his or her voice. It is often convenient to
specify the desired modifications of the voice characteristics with reference to an existing
speaker (the target speaker). This problem — how to modify the speech of one speaker so that
it sounds as if it was uttered by another speaker — is known as voice conversion [1].

Voice modification technology has many applications in all systems that make use of
prerecorded speech, such as voice mailboxes or text-to-speech synthesizers based on acoustic
unit concatenation. In such cases, voice modification would be a simple and efficient way to
create a desired variety of voices while avoiding recording of different speakers [1]. Another
field of application is interpreted telephony. Such systems would make communication
between speakers of different languages easier by first recognizing the sentences uttered by
each speaker, and then translating and synthesizing them in a different language. For the same
reason, voice conversion techniques would also be needed in the context of speaking aids for
the speech impaired.

In this paper we focus on the control of the spectral envelope characteristics at the
segmental level. The aim is to to represent by an appropriate model, trained from
experimental data, the statistical relations between the spectral envelopes of two different
speakers uttering the same text.

One of the earliest approaches to the spectral conversion problem is the mapping
codebook method [2]. In this approach a clustering procedure is applied to the spectral
parameters of both the source and the target speakers. The two resulting codebooks are used
to obtain a mapping codebook whose entries represent the transformed spectral vectors
corresponding to the centroids of the source speaker codebook. The main shortcoming of this
method is the fact that the parameter space of the converted envelope is limited to a discrete
set of envelopes.

The method described in this paper is inspired by the mapping codebook approach. As
in the original work [2], the present method estimates the conversion characteristics using
utterances of the source and target speakers.

The spectral conversion method is tested on speech signals analyzed by the PAPD
system [3]. The goal is to convert spectral envelopes representing periodic part of speech.

1. Periodic-Aperiodic Decomposition speech model

Speech in this model is considered as:



s(n) = h(n) +r(n), (1)

where h(n) — voiced component and (r) is residual signal (noise-like component). Voiced
component is defined as:

Hn =3 4053 2D 1, ), @

where 4y — amplitude of 4-th harmonic, K — number of all harmonics, Fo(n) — instantaneous
pitch, p;o — initial phase of k-th harmonic.

For each frame pitch frequency and its linear change and harmonic amplitudes are
estimated using robust closed-loop algorithm and then the values are linear interpolated from
frame to frame.

Speech analysis scheme is shown on Fig. 1.
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Fig. 1. Speech modeling scheme

First step of analysis scheme is pitch detection process. If current analysis frame is
voiced speech, signal is passed into harmonic analysis block otherwise speech is considered
as transient.

Speech analysis scheme based on the use of the PAPD model differs from the
commonly used for speech modification purposes harmonic + noise model (HNM) [4]. This
model assumes speech spectrum to be divided in two lower-voiced and higher-unvoiced
bands by the maximum voiced frequency. The problem is that the decision is always binary
one i.e. region is declared voiced or unvoiced. From the speech production point of view more
accurate assumption is to consider voiced speech as a sum of voiced and noise-like
components without identification of voiced/unvoiced regions.

2. Conversion function

Given the available data consists of two sets of paired spectral vectors x;, and z
corresponding, respectively, to the spectral envelopes of the source and the target speakers.
Each spectral vector is a vector of harmonic amplitudes that represent the spectral envelope.
Two sets of vectors have the same length » and are supposed to be time-aligned. The goal is
to find parameters representing conversion function. First of all it is necessary to represent the
source speaker by several acoustic classes and then we shall determine the function F() such,
that the transformed envelope F(x,) best matches the target envelope z,, for all envelopes in the
learning set (t = 1,..., n).



2.1. Spectral vectors clustering

The problem of representing of the source speaker by several acoustic classes can be
solved using Variable-Dimension Vector Quantization (VDVQ) approach [5, 6]. This
approach is especially suitable in our case when the spectral envelope to be transformed is
represented by a vector of harmonic amplitudes which in general case are of variable
dimension due to a time-varying fundamental frequency of speech.

In VDVQ method codebook contains N. codevectors:

v, i=0,..,N, -1 3)

with
yiT =|_yi,0 Yig yi,NV—lJ’ (4)
where N, is dimension of the codevector. Assuming full search for harmonic magnitude

vector x of dimension N(w,), with w, being the normalized pitch frequency following
distances are computed:

d(x,5,), i=0,.,N, -1, ()
where
J’}iTz[j}i,l j}i,Z j;i,N(wO)]’ (6)
By =Yg J =L N(@y), @)
with
N, o.
k= [T} 0, = ja, =1 N@y). ®

where [.] denotes conversion to nearest integer operation.

The scheme works as follows: for each codevector y,vector y having the same
dimension as vector x is extracted by calculating set of indices ;. These indices are calculated
with respect to pitch period and point to the elements of y nearest to the j-th harmonic
position in the quantized spectra. After computation of all distances d;, codevector index with
smallest distance is selected to quantize x.

Codebook generation for VDVQ scheme is based on generalized Lloyd algorithm and
is described in details in [6].

2.2. Conversion function parameters estimation

According to [7] performance of the mapping codebook method [2] can be improved
by using certain weights. Conversion function can be expressed as [7]:

F(x)=3 Py, ©)

where v; denotes conversion vectors and P; denotes a weights that determine a probability that
a given observation vector x belongs to the i-th acoustic class represented by the codevector in
the codebook.



d(x,7,)
N, )
2 d(x3,)
i=1
So, for the given training set x of length » the matrix of weights can be expressed as

@ p(2) ... p(N,)
r.() p,(2) .. pZ(Nc).

P=1- (10)

P= (12)
The k-th coordinate of the unknown conversion vectors v; is given by [7]:
v = (pTp) P ") (12)
where z* denotes the vector
z® = [Zl(k) oo 21 ]T : (13)

3. Spectral parameters estimation

It is very important to have robust method for getting spectral envelopes for training
sets and for analysis/synthesis system.

As was mentioned above, the goal is to modify spectral envelopes of periodic
component of speech only. To estimate spectral parameters of it harmonic analysis is done
using Analysis-by-Synthesis scheme. In the harmonic analysis block harmonic component is
synthesized and compared to original signal by Harmonic-to-noise ratio (HNR) estimation.
This information is passed back to pitch estimation block and pitch value which minimizes
HNR coefficient is used. Residual signal in most existing solutions is considered as
modulated white noise.

HNR(F,) = Eulk) : (14)
EN
where Fy — current pitch value, Ex(Fo) — energy of harmonic component obtained with Fj
pitch value, Ey — energy of noise-like component.
When pitch frequency track is known, Pitch-Tracking modified DFT (PTDFT) [3]
provides with information about amplitude and initial phase of each pitch harmonic, thus
voiced component can be easily estimated using set of sinusoidal oscillators.
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Fig. 2. Analysis-by-Synthesis model parameters estimation scheme

Analysis-by-Synthesis scheme (Fig. 2) works as follows: PTDFT is performed with
initial pitch track information. This initial information is obtained using peak-picking of
normalized cross-correlation function and dynamic programming based method is used to
obtain current pitch track. Based on current pitch track and PTDFT coefficients voiced
component is estimated for current track together with noise-like component. HNR is then
computed. Next step is modification of the current pitch track and generation of speech
components for the new pitch. The goal of this scheme is to find optimal pitch track, which
maximizes HNR parameter. The maximization of the HNR also leads to more exact harmonic
amplitudes estimation.

4. Incorporating voice conversion in speech processing systems

The voice conversion block can be easily incorporated in any speech processing
system.
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Fig. 3. Voice conversion in speech processing systems

Spectral envelopes received as a result of the algorithm depicted in the Fig. 2 are
passed through the transform block and then can be used for synthesis (Fig. 3, a) which could
be performed by using set of sinusoidal oscillators, as in [8], or for quantization (Fig. 3, b).

Conclusion

The method proposed for the conversion of the spectral envelopes is more robust than
earlier VQ methods. This improvement is a consequence of use of the weighted VDVQ



codebook method in conjunction with the Periodic-Aperiodic Decomposition (PAPD) speech
analysis/synthesis model.
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MULTISET APPROACH TO MULTI-ATTRIBUTE CLUSTERING '

A.B. Petrovsky
Institute for System Analysis, Russian Academy of Sciences, Moscow, Russia

The paper considers new techniques for clustering objects that are described with many
quantitative and qualitative attributes and may exist in several copies. Such multi-attribute
objects may be represented as multisets. The options for the objects’ aggregation and the main
features of hierarchical and nonhierarchical cluster analysis in multiset metric spaces are
discussed.

Introduction

There are a lot of problems where the objects under analysis (alternatives, situations,
goals, and so on) are characterized with many diverse attributes (features), which may be
quantitative and qualitative. Furthermore, the same objects may exist in several copies with
different values of attributes, and the attribute convolution is either impossible or
mathematically incorrect. Examples of such problems are the classification of projects
estimated by several experts by multiple criteria, the recognition of graphic symbols, and text
document processing. A convenient mathematical model for representing multi-attribute
objects is a multiset or set with repeating elements.

Cluster analysis is a widespread methodology to investigate the natural grouping and
relations within the collection of real objects. Difficulties of the problem structuring increase
when objects are described with many qualitative attributes. There are some reasons for these
difficulties. Firstly, multiplicity and redundancy of factors, which expresses the substance of
the problem solved, are possible. It means that the same elements of problem may appear
several times with the similar or various values of attributes, and the different elements may
be described with identical sets of attribute values. Secondly, the type of multi-attribute space
and/or indexes of similarity/difference between objects depend on the properties of the objects
considered. And finally, the amount and complexity of information for specifying qualitative
objects are essentially larger then for quantitative ones. A lot of verbal and numerical data are
to be processed without transformations such as data «averaging», «mixing», «weightingy,
and so on. So new techniques are needed in order to collect and process these data.

In this paper, the theoretical model for a representation of multi-attribute objects as
elements of multiset spaces is introduced. New techniques for operations with collections of
such objects are discussed. New types of clustering multi-attribute objects are suggested.

1. Multisets and multiset metric spaces

A multiset (also called a bag) is a known notion that is used in combinatorial
mathematics and other fields [3, 5, 6]. A multiset 4 drawn from a crisp (ordinary) set
G={x1.%2,....X,...} with different elements is defined as the following collection of elements’
groups

A={ka(x1)ox1,....ka(x))ox;,. .. }={ka(x)ox | x€ G, kyeZ:}. (1)

Here, ky: G—>2Z,={0,1,2,...} is called a counting function of multiset, which defines the number
of times the element x;€ G occurs in the multiset 4, and this is indicated by the symbol °.

! This work was partially supported by the Russian Academy of Sciences, projects of the Research Programs
«Basic Problems of Informatics and Information Technologies», «Bases of Information Technologies and Systemsy; the
Russian Foundation for Basic Research, projects 05-01-00666, 06-07-89352.



A multiset A4; is said to be finite when all k4(x) are finite. A multiset 4; becomes a
crisp set A; when k4(x)=y4i(x), where y4(x)=1, if xeA,;, and y4(x)=0, if x¢A;. Multisets A and
B are said to be equal (4=B), if k4(x)=kp(x), and a multiset B is said to be contained or
included in a multiset A (BcA), if kp(x)<k4(x), VxeG.

There are defined the following operations with multisets: union AUB, intersection
ANB, arithmetic addition A+B, arithmetic subtraction A-B, symmetric difference AAB,

complement 4 =Z-A, multiplication by a scalar (reproduction) beA4, arithmetic multiplication
A°*B, arithmetic power 4", direct product AxB, direct power (x4)". Many properties of
operations under multisets are analogues to properties of operations under sets. These are an
idempotency, involution, identity, commutativity, associativity, and distributivity. As well as
for sets not all operations under multisets are mutually commutative, associative and
distributive.

In general, the operations of arithmetic addition, multiplication by a scalar, arithmetic
multiplication, and raising to arithmetic powers are not defined in the theory of sets. When
multisets are reduced to sets, the operations of arithmetic multiplication and raising to an
arithmetic power degenerate into a set intersection, but the operations of set arithmetic
addition and set multiplication by a scalar will be impracticable.

A collection A={4,,...,4,} of n multi-attribute objects may be considered as points in
the multiset metric space (A,d). Different metric spaces (A,d) are defined by the following
types of distances between multisets:

dip(ABY=[m(AAB)]'"?;  dy,(A.B)=[m(AAB)m(Z)]'""; ds,(A.B)=[m(AAB)/m(AUB)]'”, (2)

where p>0 is an integer, Z is the maximal multiset with kz(x)=max ca k4(x), and m(A) is a non-
negative real-valued measure of multiset 4. The measure m(A) of multiset 4 may be
determined in the various ways, for instance, as a linear combination of counting functions:
m(A)y=2wik4(x), we>0.

The distances d»,(A4,B) and d3,(A,B) satisfy the normalization condition 0<d(A4,B)<I.
For any fixed p, the metrics di, and d», are the continuous and uniformly continuous
functions, the metric d3, is the piecewise continuous function almost everywhere on the
metric space for any fixed p. Note, that the distance d3,(A4,B) is undefined for A=B=J. So,
d3,(3,3)=0 by the definition. Various properties of multisets and multiset metric spaces are
considered and discussed in [5, 6].

2. Examples of multi-attribute objects

Consider some practical examples where objects are described by many qualitative
attributes and different attributes may be repeated within the object description.

Let A={A4,,...,4,} be a collection of recognized graphic objects (printed or hand-written
symbols, lines, images, pages) [1]. In the process of recognition, each recognized object is
compared with the set G={xi,...,x;} of standard samples and is related to any sample with
some accuracy. The set G is a base of standard samples that consists of whole symbols or
separate structural elements (fragments). Results of recognition of the symbol 4; may be
represented as follows: 4;=1{ki(x1)°x1,....ki(xs)°x}, where ki(x;) is equal to a computed valuation
of recognized symbol 4; by a comparison with the standard symbol x;.

Let A={4,,...,4,} be a file of textual documents related to any problem field [4]. These
documents may be, for instance, decrees, reports, references, projects, patents, reviews,
books, articles, and so on. Suppose that the document substance is expressed with the so-
called lexical units (descriptors, keywords, terms, etc). The set of lexical units G={x,...,x;} is



called a thesaurus or problem-oriented terminological dictionary. In this case each document
A; may be considered as a collection of lexical units and represented in the same form:
A= {ki(x1)ox1,....ki(xp)ex}, where ki(x;) is equal to a number of lexical units x; within the
description of document 4,.

Let now A={A4,,....,4,} be a collection of n projects evaluated by k experts by m
qualitative criteria Q1,0s,...,0n. Each criterion has a nominative or ordered scale of verbal

estimates [6]. The project description consists of several groups of attributes G=0,U...UQ,,
O0={qs"}, s=1,....m; e~1,...,h;. Some of the attributes may occur more than one time because
several experts evaluate each project. So the project 4; may be represented with the following
set of repeating attributes: A={k(x1)°x1,..., ki(xs)°x;}. Here x=g,> is an attribute from the set
G={x1,....xn}, h=hi+...Thy; ki(x;) is a number of attribute x;, which is equal to a number of
experts who have evaluated the project 4; with the criteria estimate g,*.

In the cases considered above, an object (symbol, document, project) 4; is represented
as a set of repeating elements (standard samples, lexical units, criteria estimates) x; or as a
multiset. The theoretical model of multisets is very appropriated for representing and
analyzing a collection of objects that are described with many inconsistent quantitative and
qualitative attributes, and may exist in several copies with various values of attributes.

3. Combination of multi-attribute objects

Combining objects into groups is one of the helpful tools in order to find a structure of
the problem considered and use this information on other steps of decision analysis. The
relations between the collection of multi-attribute objects A={4;} and the set of their attributes
G={x;} may be expressed with the matrix C=||k(x;)||. Rows of the matrix correspond to objects,
columns agree with attributes, whereas entries are attributes values. Thus each row of the
matrix C characterizes properties of the object considered, and each column gives information
about the objects, which possess this property. The matrix C is used often in the data analysis,
pattern recognition, and called the «object-attribute» table, information table or decision table.

Variety of operations with multisets allows us to use different ways for combining
multi-attribute objects into classes. For instance, a class X; of objects 4; may be aggregated as
an addition X;i=>.A;, k’(x)=2ki(x;), union X=U;4;, k/’(xj)=max;k(x;) or intersection X~=\A;,
k¢ (x))=min/k;(x;) of multisets, which represent the objects considered. A class X; of objects
may be also formed as a linear combination of corresponding multisets X=> b;24;, X=U:b;*A;

or X~ibi*A;, b>0. When a class X; is formed as a multiset addition, all properties of all mem-
bers in the group X, (all values of all attributes) are combined. In the case of union or
intersection of multisets, the best properties (maximal values of all attributes) or the worth
properties (minimal values of all attributes) of individual members in the group X, are
intensified.

Cluster analysis deals with a division of an initial set of objects A={A4,,...,4,} into
several groups A={X,...,Xz} while taking into account a difference or similarity between the
object properties [2]. Two general approaches are used usually in clustering techniques in
order to generate groups of objects: (i) a minimization of difference (maximization of
similarity) between objects within a group; (i) a maximization of difference (minimization of
similarity) between groups of objects.

Consider for simplicity the case when a difference/similarity between different objects
A; within a group, between an object 4; and a group of objects X;, and between groups of
objects X; in multi-attribute space are presented in the same form. In this case, by using the
formulae (2) and m(A4)=2,wsk4(x) one may write the following expressions for distances and



indexes of similarity between multisets [5]:

di(Xp.Xyg) = Dy da(Xp,Xg) = Dpg/ W5 d3(X,Xy) = Dypg/ Myyg; (3)
$1(Xp,Xg) = 1=(Dpg/ W5 52(Xp,Xg) = Lpg/ Wi 53(XpsXg) = Lpg/ Mppg. “4)

Here W=2,w;sup ki (x)); Dy=2wilky (x))—kg (x;); Lp=2wmin[ky’ (x),k," ()]
M,=> wmax[k,’ (x)),k;’(x;)]. Elements £,’(x;),k;’(x;) depend on the option for combining
multi-attribute objects into classes and are determined above.

The functions s, 57, s3 generalize for multisets the known nonmetric indexes of object
similarity such as the simple matching coefficient, Russel and Rao measure of similarity,
Jaccard coefficient or Tanimoto measure [2, 5].

4. Hierarchical clustering

Consider main ideas of cluster analysis of objects represented as multisets.
Hierarchical clustering for multisets, when a number of the clusters generated is unknown
beforehand, consists of the following major stages.

Step 1. Set R=n. R is a number of clusters, n is a number of objects A4;. Then each
cluster X;/=A; for all i=1, ..., R.

Step 2. Calculate distances between pairs of clusters d(X),,X,) for all 1<p,g<R, p#q,
using one of the multiset space models (2).

Step 3. Find a pair of close clusters X,,,X, such that

d(Xva) = minp,qd(XP’Xq)’ (5)

and form a new cluster as a sum X,=X,+X,, an union X,=X,U X, an intersection X,=X,NX,,
or as a linear combinations of these operations.

Step 4. Reduce the number of clusters by unit: R=n—1. If R=1, then output the result as
a dendrogram and stop. If R>1, then go to the next step.

Step 5. Recalculate new distances d(X,,,X,) for all 1<p<R, p#r. Go to step 3.

Hierarchical clustering is ended when all objects are merged in several classes or in a
single class. The process may be also terminated when the difference index overcomes a
certain threshold level.

Note that a lot of pairs of close clusters X,, X, may appear on the step 3 which are
equivalent in multi-attribute space according to a minimum of distance d(X,,X,). So various
branch points of algorithm (variants for a further aggregation of multisets) exist, and different
final groups of objects may be formed. The smallest number of final groups is resulted due to
an addition of multisets, and the biggest one — due to an intersection of multisets. Using the
distance d; leads to less number of branch points of algorithm in a comparison with the
distances d; and d> which applications give similar results.

An involvement of additional criteria, for instance, the criterion of cluster
compactness, leads to essential better final results in hierarchical clustering procedures for all
options of cluster formation.

5. Nonhierarchical clustering

In the methods of nonhierarchical cluster analysis a number of clusters R is considered
as fixed and determined beforehand. The notion of a cluster center is often used in algorithms
of clustering [2]. A center A,° of cluster X, (~=1,...,R) may be found as a solution of
minimization problem, for instance



J(AL,X7) = min,2d(Ai,Ap). (6)

Remark that in our case a cluster center A4,° may coincide with one of the real members A; of
the collection A or be a so-called «phantom» object, which is absent in the collection A but is
constructed from attributes x; in the form (1).

A general framework of nonhierarchical clustering for multisets is the following.

Step 1. Select any initial partition of objects into R clusters A ={X},...,Xz}.

Step 2. Distribute all objects A; into clusters X; (=1,...,R) according to a certain rule.
For instance, calculate distances d(A4,,X;) between the object 4; and clusters X, and allocate
the object A4; into the nearest cluster Xj with d(A4;,X;)=mind(A4;,X;). Or calculate a center 4,°
for each cluster X, by solving the equality (7), and allocate each object A4; into the cluster with
the nearest center, that is d(A4,,4,°)=mind(A;,A,°).

Step 3. If all objects 4; do not change their membership that has been given by the
initial partition of objects in clusters, then output the result and stop. Otherwise go to step 2.

Results of the object classification are evaluated by a quality of partition. The best
partition X, may be found, in particular, as a solution of the following optimization problem:

J(Xop) = min2_d(A,°,Xy),

where J(A4,°,X,) is defined, for example, by formula (6).

When a similarity of multisets (4) is used in a clustering procedure, the condition of
mind(X),,X,) is to be replaced by the condition of maxs(X,.X,).

In practical problems, the following approach to structuring a collection of objects
may be useful. At first, objects are classified by hierarchical clustering, and several possible
partitions of objects are formed. Then the set of partitions is analyzed by nonhierarchical
techniques, and the most suitable or optimal partition is searched for.

Conclusion

An analysis of the problem considered is a preliminary stage of decision aid. An
investigation of objects’ natural groups and possible relations between the objects considered
may help a decision maker to formulate choice strategies and decision rules, which will be
more adequate with the reality, to make his solutions more substantial and reasonable. A
multi-aspect analysis of problem and structuring alternatives allow us to gain an insight into
the problem nature and to find better decisions. However, there are situations when the known
methods may not be applied directly to the problem analysis and solution. The most important
features of these problems are plurality and redundancy of data that characterize objects,
alternatives, variants, and their properties.

In this paper, we have suggested the tools for processing and structuring a collection of
objects described by many qualitative attributes when a lot of copies of objects and/or values of their
attributes may exist. This approach is based on a theory of multiset metric spaces. Some of the
techniques proposed here were applied to prepare and analyze decisions related to the real-life cases.
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POTATO DISEASE DETECTION USING COLOR LEAVES CHARACTERISTICS
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A potato disease detection method is considered in the paper. The method uses changes
of leaves color as informative features. Regularities of color changes of plants under infection
such as alternaria and erwinia have been shown. These regularities allow recognizing diseases
on early stages. Database of diseased and healthy plants were created on basis of expert of
available plants images. Automatic processing of potato images was realized using multi crite-
rion threshold segmentation algorithm and an algorithm that analyzes the dynamics of informa-
tive features changes. The results of automatic processing were compared with expert data. The
comparison showed effectiveness of the proposed approach.

Introduction

Remote sensing methods allow effective detecting field areas that are infected by plant
diseases. The infection detected on early stages of its development reduces costs of plants
protective measures. There are two approaches to detection of the infected areas: spectromet-
ric and optical or visual [1, 2]. Spectrometric approach allows detecting a number of infec-
tions on very early development stages. For example, change of reflective characteristics of
potato plants in infra-red area allows identifying phytophthora even before appearance of
visual features [1, p. 409]. In spite of that fact development of optical method for infection
detection takes place both for an independent system and for spectrometric one that increases
quality of the identification.

There are different kinds of features that allow infection detection [3-5]: geometric,
morphological and color or their combination in order to reduce a feature space which leads
to simple accuracy schemes of identification. The one of important steps of processing is to
solve the segmentation problem. Different approaches are used caused by both specific of
input data and representation of results. In [6] a generalization of region growing techniques
combined with deformable models is used for segmenting agricultural landed-fields on digital
aerial images. The goal of this approach is to simplify the tasks of digitizing the region con-
tours and to obtain their vector representation. The methods based on mathematical morphol-
ogy are also used for the agricultural field image segmentation [7]. The image processing
algorithm uses a watershed transformation and a pseudo-skeleton operation and allows seg-
menting the map without threshold operation. In [8, 9] a remote sensing technology for auto-
matic detection of the set areas is proposed. The principle of this technology consists in appli-
cation of a region based classification on the basis of integrating geographical data and do-
main knowledge with multi temporal images.

In the paper the problems of disease feature extraction as well as disease identification
are considered. Three groups of potato plants with 25 images in each group were under ex-
perimental observation in laboratory conditions [11]:

B — Plants infected by alternaria disease. The affected plants have dark- brown stains
on leaves and stems. The leaves fade, grow yellow and become black, then they wither and
decay and fall off at humid weather, and the stems fracture.

Z — Plants infected by erwinia disease. Leaves of the affected plants grow yellow and
roll up. Bottom parts of stems and roots decay and become black.

K — Healthy plants (check group).



Photography’s, which had been done at 8, 10, 12, 14 and 16 o’clock during 7 days,
were used for study.

1. Analysis technique

Both expert and automatic analysis were undertaken.

Expert analysis.

The set of images was analyzed by an expert using the Photoshop. Goals of the analy-
sis are: 1) creation of healthy and infected plants database; 2) disease feature extraction;
3) statement of criteria for photography conditions; 4) development of the method of disease
identification using extracted features.

The following operations were used: 1) segmentation; 2) analysis of hues and RGB
histograms of the segments.

Automatic analysis.

Goals of the analysis are: disease identification and monitoring of disease develop-
ment. The analysis is realized by means of a developed multi criterion segmentation algorithm
and a disease identification algorithm considering the dynamics of feature changes.

2. Results of expert analysis

The following regularities of plants disease development were obtained.
The main features of plant diseases are changes in color of leaves and stems. There
are two kinds of the changes: 1) growing yellow; 2) becoming black (brown-green color)

(Fig. 1).

Fig. 1. Plants with color changes of leaves and stems:
a) yellow leaves; b) black leaves and stems

The ranges of color were obtained empirically (Table 1).

Table 1
Segments hue range saturation range
healthy plant (green) [1,4;3,14] [40; 200]
infected plant (yellow) [0,9; 1,4] [80; 200]
infected plant (brown-green) [1,5; 1,8] [14; 55]

The hue and saturation values are calculated according to the following formulas:




sin(g n)-g— sin(g n)-b
Hue = arctan 3 3

, 0]
r+ cos(i n)-g+ cos(§ n)-b

Sat = max(r, g,b) —min(r,g,b), (2)

where 1, g, b are red, green and blue color components.
Small dark stains can not be recognized while photo-shooting from one-meter distance

(Fig. 2).

b)

Fig. 2. Example of plant with small dark stains:
a) zoomed leaf; b) shoot from 1 meter distance

Sun glints make effect of leaf yellowing. So it creates an additional error in analysis us-
ing software tools.

Background objects, such as asphalt and soil areas or garden hoses, have great influ-
ence on analysis process, because their color coincides with color of infected plant segments.

As a result, the calculation method of coefficients was proposed. The coefficients
specify disease features. The method includes the following two steps:

— extraction of yellow and green color segments;

— calculation of numerical values of the disease features:

= threshold coefficient is
Treash =100- N1/(N1+N2),

where N1 and N2 are number of segments pixels of yellow and green color
recpectively;

= percents of hue average shifts toward yellow are

N
Shiftl = 100-(,1|Zhuei ] /(3,14— 0,9).
i=1

N
Shift2 = 100-((3,14+1,4)/2 —liIZhuei ]/((3,14+1,4)/2—(1,4+ 0,9)/2)

i=1



= hue dispersion of yellow and green color segments is

Disp:\/lilghue ( Zhuej ,

where N = N1+N2.

The effectiveness of proposed coefficients is analyzed below.
3. Automatic plant disease detection algorithm

Automatic plant disease detection is based on a new algorithm of image segmentation
and analysis of dynamics of mentioned coefficients. In [10] the plants images segmentation
algorithm realizes color space clustering method. That algorithm has the following disadvan-
tage: if there are no segments of desired color in the image, the algorithm finds segments
similar to desired color. In this paper a multi criterion threshold algorithm of segmentation is
proposed that finds segments which color characteristics exactly coincide with desired color.
Moreover, the developed algorithm has higher performance because of its simplicity.

Multi criterion threshold algorithm of segmentation

1. Set the following segmentation conditions:

a. For green segments: 1,4 < hue < 3,14 and 40 < sat < 200.
b. For yellow segments: 0,9 < hue < 1,4 u 80 < sat < 200.

2. Detect pixels according to a) or b) conditions.

3. Calculate the values of disease features Treash, Shiftl, Shift2, Disp.

The effectiveness of proposed numerical values of disease features are analyzed be-
low.

4. Analysis of disease development dynamics

Analysis of the graphs of values Treash, Shiftl, Shift2 and Disp, depending on days,
showed that the most effective coefficients is Treash that correlates with Disp. Therefore
Treash was used during further analysis.

Dynamics of Treash values changing was analyzed to increase of identification accu-
racy. Treash values graphs are shown in Fig. 3.
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Fig. 3. Example of Treash feature graphs of diseased plant 11 from group B and
healthy plant 18 from group K



The automated algorithm of analysis of disease development includes the following
steps:

1. Image segmentation and segments sizes calculation.

2. Treash feature of the disease calculation.

3. Average of the disease feature values, which were calculated in different time of

day, in order to remove random noises.

4. If the feature value has increased during last three days, the plant is considered as

infected and the first such day is set as the first day of disease.

The characteristic of disease detection accuracy and the days of disease detection are
illustrated in a summary Table 2. We used control group (K) to illustrate disease detection
process in the table. In the table: disease detection (100%) is signed as ‘+’, 60% detection is
signed as ‘+/-°, 40 % detection is signed as ‘-/+’°, plants with not detected disease are marked
as ‘“~’

Table 2
Group- Expert evalua- Automatic Identi- Notes
Num. in tion of yellow- disease identi- fication
group ing presence fication day
K-1 not visibly -+ 5 Weak error of identification
K-3 strong +/- 5
K-4 strong + 4
K-6 not visibly - -
K-7 Mean + 7
K-10 not visibly -+ 4 Weak error of identification
K-11 Mean at begin - -
K-16 not visibly -+ 5 Weak error of identification
K-17 not visibly - -
K-18 not visibly - -
K-19 not visibly -/+ 5 Weak error of identification
K-20 not visibly - -
K-21 not visibly + 4 Gross error of identification
K-22 not visibly + 4 Gross error of identification
K-23 not visibly + 4 Gross error of identification
K-25 not visibly + 5 Gross error of identification

As a result, we obtain the following characteristics of disease identification algorithm:
an average time of disease detection in group B and Z are 3.9 and 4.5 days correspondently,
i.e. 4.2 days in a whole. If we set the value 0.5 for weak error coefficient and the value 1 for
the coefficient corresponding to gross error, then the identification error is
100*((4+0.5*%4)/25) = 24 % for control group (K).



Conclusion

The algorithm of automatic detection of plant diseases showed the satisfactory results
while using leaf yellowing feature as a disease indicator (it was possible to discover the in-
fected plants at the fourth day), but the algorithm showed bad results while using leaf darken-
ing feature because of great influence of background objects. In a whole the greatest influence
on the accuracy of identification was caused by: a presence of secondary yellow objects on
the image (garden hose, plant label) and sun glints on plant and background (it creates addi-
tional yellow stains); irregularity of plant illumination (it may create additional dark-green
stains); coincidence of background color with color of disease segment (dark-green stem).

The following criteria can be formulated for images shooting conditions to increase
identification accuracy: diffuse illumination or use of corresponding filters to eliminate sun
glints shooting; exposition after watering of plants and in corresponding time of day to elimi-
nate yellowing influence; preliminary removal of green and yellow background objects.

The research is partially supported by the Belarusian Republican Foundation of Fun-
damental Research, grant TOSMC-060.
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IRREGULAR SURFACE DIGITAL MODEL RECONSTRUCTION
BY COMPUTER AIDED IMAGE PROCESSING

Y. Polozkov, D. Svirsky
Vitebsk State Technological University, Vitebsk, Belarus

The problem of digital models reconstruction of spatially complex (irregular) surfaces
technical objects by images processing is considered. Key tasks of the surfaces geometrical
description (digitizing) process and requirements to digitizing systems are shown. The complex
of digital photogrammetry software with hardware for this purpose is submitted. Specially
developed method of photogrammetry is realized in this complex. This method is based on the
structural illumination of an object surface. The images of the lighted surface are captured by
one standard digital camera only. The key steps of digitizing process and computer aided
images processing are described. The suggested digital photogrammetry complex provides
greatest efficiency of the irregular physical objects digitizing for the small and medium
enterprises.

Introduction

The spatially complex (irregular) objects are applied in different areas of modern in-
dustry. The online creating of irregular objects 3D models by the computer graphic packages
is very difficult process. Therefore such 3D models are created by real (natural or artificial)
objects surface digitizing. Then received 3D models are transformed. The digitizing systems
are used in order to mathematical describe the physical objects surfaces. However raised cost
and functional restrictions such as narrow specialization of systems, bulkiness, complexity of
system adjustment, etc. do not allow to widely introduce these systems in manufacture. There-
fore means for the digitizing of physical irregular objects are intensively developed now.
Among such means the non-contact digitizing system as most effective represent especial
interest.

1. Key requirements to digitizing systems effective

So the digitizing system should solve following tasks: input of graphic information,
numerical description of an object surface geometry, control of accuracy during digitizing
process, data export/import in other applications; and to peripheral devices. Beside supple-
mentary tasks are: the data management, digitizing process results visualization, saving; and
search of geometrical information. The digitizing system should be provided technical and
economic quality too. Such quality properties are: low cost, measurements sufficient accura-
cy, non-excessive of measurements, automation level and measurements productivity, non-
contact measurements, mobility; and compactness of system [1].

The photogrammetric systems most correspond to this functional-cost requirements
complex. Various photogrammetric systems are submitted in the market now. The methods of
single pictures processing (plane photogrammetry) or stereoscopic vision (stereophotogram-
metry) are realized by these systems. However their wide application restrains because of the
raised cost, images processing problems, difficult maintenance, labour-consuming definition
of projective linkage reconstruction. The raised cost is caused the special equipment by appli-
cation mainly. Special precision photogrammetric cameras and special metric means (range
finders, protractor, theodolites, etc.) are such equipment.



2. The hardware for digital photogrammetry complex

In order to raise efficiency of digitizing process the digital photogrammetry complex
has been developed [2]. The hardware of this complex includes one digital camera, a projec-
tor, a rotary table and system of horizontal and vertical moving directing (Fig. 1). The person-
al computer is required also. The digital camera is established on a certain angle to a horizon-
tal on directing. The digital camera can rotate and move along directing. The projector is
established horizontal on directing. It can is horizontal to move only. The projector is
equipped with a slide. The slide grid pattern is a regular set of dark and light strips. The object
is established on a rotary table. Apparently such system is inexpensive and is simple for use.

Fig. 1. The equipment for digital photogrammetry

The irregular object geometrical shape is described by the projected grid light strips
onto the surface object. The object turns in spatial frame in order to digitize a full surface. The
varying shape of the object is coded in surfaces fragments images with deformed light strips
projections (Fig. 2, a). The deformed projections of the light strips are observed by the digital
camera. Then the received images are processed. The 3D co-ordinates file is organized as
result. The highlighted points spatial positions are described by this file. Thus surface digital
model is represented by points cloud. The necessary accuracy allows to optimize a minimum
quantity of points in this digital model. The main steps of the digitizing process by photo-
grammetric system are so as:

e  preparation photogrammetric systems;
shooting of a object surface;
images processing;
3D co-ordinates of surface points calculation on base 2D co-ordinates;
points cloud approximation;
the accuracy analysis and correction;
data saving.
The images processing is most important stage in such digitizing process.

3. Images processing in digital photogrammetry

The considered digitizing method allows to create surface digital models from points
cloud. In order to calculate points 3D co-ordinates the special photogrammetric model is used [2]:



Rj=f(x;",y," 6, t, R, 0,0, ¥, Xs,y5,25) >

where g - ( X

FI ZJ- a vector, which determines a position of the i-point of j-level of an
object surface in spatial frame; x;", y;" — the i-point of j-level co-ordinates of an object sur-
face in image frame; ¢, ¢, R, — the parameters, which determine the projections center position;
o, a, y, — the orientation parameters of the image frame relatively the object frame; xs, ys, zs —
the main point co-ordinates of the image in digital camera frame.

This photogrammetric model allows to transform 2D co-ordinates of surface points
projections into its 3D co-ordinates. The 2D co-ordinates are extracted during captured image
processing. The image processing includes followed stages: preliminary processing, the image
vectoring and recording of results in a file. The 2D information volume should be minimal
and sufficient for 3D scene reconstruction with required accuracy.

il x|

a) b)

Fig. 2. The captured (a) and vectorized (b) images of irregular object surface fragment

In preliminary process the raster image is filtered and is cleared. Then cleared image is
vectored. Both the segmenting and the structuring steps are carried out during vectoring
process. The segmentation is carried out by a gradients method. After segmentation the im-
ages are represented as set skeletonized lines (Fig. 2, b). In order to reduce data volume the
co-ordinates of lines special points (central points, an excess, final points, etc.) are defined. It
allows to simplify points cloud interpolation and approximation. The 2D co-ordinates list is
kept in file after images segmenting. Continuous components are described in the received 2D
co-ordinates list. The order of their segmentation in list is kept too. However the order and the
quantity of segmented components frequently does not correspond real order and quantity of
slide grid lines (Fig. 2, b).

In order to delete mishmash into order of lighted points projections the algorithm of
the image segmented components structuring has been developed [3]. This algorithm realizes
the analysis of a relative positioning and connectivity of segmented components (skeletonized
lines) by the artificial neural network. At first the Terminal Elements (TE) so as Continuous
Component (CC) and Synthesized Component (SC) and Base Component (BC) and Fragment
(FC) and others were determined and formalized in order to interpret integrity skeletonized
image. Synthesized Component is represented as a components line-up. This line-up contains
both one BC and FC’s.



The main steps of structuring process are both pre-processing and analysis of compo-
nents connectivity by artificial neural network. The spatial-logic relations between TE’s are
determined during pre-processing. These relations are determined by special developed rules.
The series of matrixes-clusters are formed through these rules. The clusters contain TE’s
indexes for SC’s formation. The BC’s contain in a cluster with smaller number and the FC’s
are available in a cluster with big number for one series. The spatial-logic relations between
TE’s inside cluster define both a level given cluster and a level of all of its series. The lowest
level cluster contains adjacent on a vertical TE’s only. The TE’s of lowest level series clusters
contain in clusters higher level also. The decision about connectivity of the image components
is accepted by analysis TE’s of the clusters series for one level. The connectivity analysis is
carried out by means of an artificial neural self-organizing network (Fig. 3).

Q — Excited neuron
Q — Inhibited neuron

— Neuron-interpreter

<— — Stimulating input

> o—— — Braking input

I
1
I
! — Competition area
i of A-neuron

_____
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Fig. 3. The neural network for image segmented components structuring

This neural network allows to realize a competitive method of training without
the teacher. The functioning and training of the submitted neural network is carried out
as well as for a neural network "Cognitron" [4]. The TE’s indexes sets are formed as a
result of the analysis. The set is corresponded components line-up for SC formation.
Transition between levels is carried out by new clusters addition. Before involved TE’s
indexes are removed from added clusters too. Last cluster will include adjacent on ver-
tical SC’s and CC’s only. Then the analysis cycle will end. Thus developed neural net-
work algorithm will allow to reveal laws of the skeletonized components relative posi-
tioning. The correctness and integrity of image machine interpretation is provided by
construction neural networks principles use.



4. The software of the digital photogrammetry complex

The special software is developed for digitizing process automation. This software is
conditionally subdivided into five modules: the images processing module, the photogramme-
tric processing module, the module of digital 3D model construction, the module of the analy-
sis and correction of accuracy and the module of data input-output and visualization. These
modules allow to automate all key stages of process digital photogrammetry noted earlier.
Both the images processing and digital photogrammetry pre-processing and optimization of
photogrammetric systems parameters are provided by this software also. The software func-
tions allow to process the color images received as a result of an object surface structural
illumination. The algorithm of the digital camera automated calibration is realized too in the
software. This algorithm is based on the central projection theory and projective transforma-
tions. It provides mobility of the system and allows to use the digital camera with a projector
without directing system.

The user with the software interaction is organized in the form of multi-window user-
friendly interface. The interface toolkit including the service functions of database manage-
ment at work with the report of the current session (create, display, add, edit and delete the
data, etc.). The sequence steps of the digital photogrammetry process is supported too. Neces-
sary minimal system requirements: Pentium-3, 733 MHz, 256 MB RAM, 32 MB Video Card.
Both the process automation and software with user-friendly interface provide an opportunity
to use submitted digital photogrammetry complex for the user without special qualification.

Conclusion

The presented digital photogrammetric complex allows to create surface digital model
through the non-contact measurement of physical irregular objects quickly and effectively.
These 3D digital models can be used both for fast prototyping and for demonstration and for
design and for functional calculations. The correctness and integrity of image machine inter-
pretation is provided by computer aided image processing for data extraction in digitizing
process. The photogrammetric complex provides both low cost with sufficient accuracy and
high efficiency. The digitizing process is quickly carried out. This digitizing system is mobile
too. The application standard digital camera in this digital photogrammetric complex allows
to use widely it to the small and media enterprises. Irregular objects production efficiency is
considerably raised too [5].
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PROSODY UNIT FOR POLISH NATURAL TEXT-TO-SPEECH
SYNTHESIS SYSTEM

K. Popowski, E. Szpilewski
Institute of Computer Sciences, University of Bialystok, Bialystok, Poland

The architecture of Polish language prosody unit for Polish language Text-To-Speech
system are described. The paper presents procedures of speech test material preparation and
some digital signal processing techniques which was applied for analysis and synthesis of
speech signal. The results of sentence intonation analysis obtained from material of Polish
native speakers reading aloud a text are given. The results of the research have been applied to
Polish TTS based on speech synthesis from natural allophones database.

Introduction

The decisive factor in achieving high quality of speech synthesis is the completeness
of the resources and databases which are used in present applications text-to-speech (TTS)
synthesis. To achieve this point we should develop and build suitable resources: linguistic,
vocabularies, grammar, and acoustical databases.

The synthesis of phonemic characteristics of speech is based on the Allophones
Natural Waves method of speech signal concatenation [1]. The Polish TTS system [2] can use
two kinds of acoustic databases: Natural Allophone Database (NAD) and wavelet compressed
NAD presented in [3]. The previous researches about Polish sentence intonation described in
[4] was concentrated on only vowel transforms with manual speech parameters settings.
Following paper expands previous researches into domain of Automatic Speech Prosody and
allows to build language-dependent (language-independent in future plans) new prosody unit
for Polish TTS synthesis system.

1. Polish language characteristics

Polish is written in the Latin alphabet and utilizes both digraphs (combinations of
letters) and diacritics to distinguish its fairly elaborate repertory of consonants. Stress is fixed
on the next-to-last syllable.

1.1. Polish phonemes [5]

Polish language alphabet consists of 32 letters of Latin alphabet:
e 23usualletters: 4, B,C,D,E, F, G, H ILJ KL MN,O PR ST, UWYZ
e O letters from additional marks: O, S, Z, Z, C, N, 4 L, E
Additionally from adopted words we can come across the letters: O, V, X and we also use 7
digraphs: CZ, DZ, DZ, DZ, RZ, SZ, CH.
Altogether we have 51 phonemes: 8 vowels and 43 consonants. Phoneme in addition
to its neighborhood is i.e. what phoneme is before him and after him can have different sound.
Therefore one phoneme can have many variants so-called allophones.

1.2. Polish language sentence intonation

In Polish language we can separate five main kinds of sentence intonation: Question -
[ ? ], Question-Exclamation [ ?! ], Imperative [ ! |, Exclamation [ !! ], Announce [ .,;:-].



Allophones time durations, for given kinds of intonations, are very different. The
fundamental role has there observation, if word which has interested allophone is stressed
word in sentence or isn’t. Previous researches about allophones characteristics and intonation
was described in [5].

Summary, vowel allophones can be divided into four groups:
Stressed vowel allophones in accented word

Stressed vowel allophones in not accented word

Not stressed vowel allophones in accented word

Not stressed vowel allophones in not accented word

2. Polish TTS with intonation resources

If we want to obtain natural speech sound with prosody we need have two main
resources:
e acoustic database covering all phonemes for produce sentences
e language-specific information for all kinds of intonation

2.1. Natural Allophone Database

To create allophone database first we should find the words list which contain target
set of allophones. Further, these words should be recorded without any emotions and then
manually cut out suitable allophones and obviously record it under suitable name. The whole
database for one kind of voice contains around 2300 allophone files.

2.2. Polish Prosody Database

The very first step was creating the proper texts to be recorded. It had to convey the
examined types of sentences. It consisted of several sentences of each examined type. Next,
native speaker were asked to read out all texts aloud and it was recorded. The texts for one
native speaker comprised about 4,000 words. Audio wav-files obtained during digital
recording were subjected to further analysis.

For every sentence using Sony Sound Forge computer program analyzed the audio
recording into phonetic syntagmas, where the syntagma is prosody unique piece of an
sentence or sometimes an entire sentence. Then, for every syntagma (using PRAAT - a PC
program which can analyze, synthesize, and manipulate of speech signal) intonation contour
were generated. Fig. 1 show an example sentence “Masz jakis kontakt 7 Martq? (Do you
have and contact with Marta?)” intonation contour graphs.
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Fig. 1. Intonation contour graphs for Question [ ? ] sentence



Computer analysis gave some important data considering fundamental frequency (FO0)
fluctuation and its mean value. Next, if we have many intonation contours, amplitudes and
sentences time durations, we can build Polish language Prosody Database containing pitch
contour portraits, amplitude contour portraits and time duration portraits. Creation of pitch
contour portrait have main three steps [6]:

1) FO values are computed for every vocalized segments
2) extrapolation of FO values for voiceless segments
3) normalization of pitch calculated by following formula:
FO, = M (1)
FO_ —FO

max min

For previously example sentence pitch contour portrait have following graph (Fig. 2):

1

Fig. 2. Pitch contour portrait for example Question [ ? | sentence
3. Polish language Prosody Unit

Having information about type of the sentence or syntagma, we know how to intonate
it (we get suitable contours from Prosody Database), and we can make main phase of
intonation, that is speech signal processing. To satisfy further work we can design and create
universal Prosody Unit (in this case Polish Prosody Unit) which can analyze and synthesize
speech signal. Following Fig. 3 show architecture of the Unit.

Polish Prosody Unit
Set Inputs |
& analyze }
Get Change
ortraits .| Extrapolate o FO & .| Change o Get
P » portraits | Time > Amplitude *| Results
from PDB .
duration
Set | }
Prosody

Fig. 3. Polish Prosody Unit architecture

The main parts of the Unit are two stages: inputs & signal speech analyzing and
changing FO and time duration. These two steps needs to be present more particularly.

3.1. Inputs parameters and speech analyzing

To proper work Prosody unit require several inputs, which we can divide into two
groups:
e speech signal inputs: speech signal obtained from merging allophones, size of the
speech signal, boundaries of the allophones in signal, syntagma allophones text;
e prosody information inputs: type of intonation, syntagma words count.



Analysis part consists over computation of normalized FO and amplitude portraits for
given syntagma. If we need to compute FO for given vowel or tonal consonant allophone
(extracted form signal thanks to boundaries and text) we can use following method.

A reliable and simple way for estimate of fundamental frequency for long, clean,
stationary speech signals is to use the cepstrum. The cepstrum is a Fourier analysis of the
logarithmic amplitude spectrum of the signal:

C = IFFT(log, |[FFT((W,, * X ). )

where X — input allophone signal; Wy, — Hamming window function.
3.2. F0 and Time Duration transforms

Our prosody processor unit may change three parameters of speech signal: time
duration, fundamental frequency and amplitude. The main part of Prosody Unit is TD-PSOLA
module. Thanks it we’re can modify time and tone of vowels or tonal consonants.

TD-PSOLA algorithm have three main steps:

1) Find pitch marks;

2) Detect which frames of vowel or tonal allophone (according pitch marks) are
voiced and which are unvoiced;

3) Find new positions of pitch marks, find frames to be repeated or deleted and make
signal synthesis with overlap-add according factors obtained from portraits.

4. Results and discussion

The paper is focused on architecture of Polish Prosody Unit which use several digital
signal processing methods to transform neutral speech signal (obtained from allophones) into
intonated speech sound. Pitch and amplitude contours for various types and subtypes
(dependent from signal length/words count) intonation in Polish language were created by
procedure described in 2.2. Taking all of above described techniques we building module
(DLL) which can be added into TTS system. Following figures presents some interesting
results.
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Fig. 4. Example neutral sentence intonation contour

Above Fig. 4 present intonation contour for neutral sentence signal obtained from
synthesis (merging) of allophones. There is any intonation practically. Next, the sentence was
subject into Prosody Unit and on output we obtained new synthesized sentence with changed
(added Question) intonation. Fig. 5 presents intonation contour for new sentence.
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Fig. 5. Example neutral sentence intonation contour after Prosody Unit

Feedback test prove, that neutral speech signal passed by Prosody Unit is not already
monotonous and artificial. New synthesized speech is more similar to human natural voice.

Conclusion

In this paper we presented the Prosody Unit to modify neutral speech signal for
obtaining intonation effects in Polish language speech synthesis.

The obtained results can be applied in further research in linguistics, especially, in the
study of phonetics and prosody of the Polish language, in expanding the theoretical and
practical framework for multilingual speech communication systems.

It is of paramount importance to create systems like the speech synthesizer. Speech
synthesizers facilitate work and speech synthesis itself opens new horizons and allows further
development of information processing technologies.
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MODIFICATION OF BACK-PROPAGATION ALGORITHM FOR ELIMINATION
OF BACKWARD CALCULATIONS

V. Ptitchkin
Belarusian State University of Informatics and Radioelectronics, Minsk, Belarus

The method for determination of gradient of quadratic quality index of multi-layer neural
network in one forward passage is proposed. In stead of backward sequential calculation of
synaptic matrices of each layer of neural network, parallel calculation of these matrices is
proposed, which can be combined with forward calculations.

Introduction

Back-propagation algorithm (BPA) still remains the most widely used algorithm of
learning of multi-layer neural networks (MLNN). This algorithm implements gradient method
of optimization of quadratic quality index of network in the space of its parameters.

Determination of derivatives of output coordinates on the basis of parameters is based
on the chain rule of differentiation of composite functions, determining recurrent nature of
procedure of determination of derivatives of the output coordinate on the basis of MLNN
parameters. This circumstance hinders description of the algorithm in the analytical form, its
generalization for non-differentiable activation functions (AFs) [1] and, in general, any ways
of AF approximation for development of approximate methods of MLNN analysis and
synthesis [2].

The main purpose of this investigation is the proof of absence of principal necessity of
the second (backward) passage for determination of derivatives; we think that this fact is
important not only from the methodological point of view, but also for the further
generalizations of BPA.

1. Description of Multi-layer Neural Networks in Matrix Form

Any neuron, neuron layer or even MLNN can be described by the set of states, input
coordinates and output coordinates, which are described by vectors S, U and Y respectively,
and by two equations, transition equation S=B+ AU and output equation Y =F(S). The

latter equation means, in fact, the set of one-dimensional functions (AF) y,= fi(sj),

characterizing each neuron separately.
Let Uj, Yj and Sj are the vectors of input coordinates, output coordinates and states of

jth layer of MLNN, m is the number of layers. Then, U; =Y, (1 <i<m), Yy is the input of

MLNN, Y, is the output.
Let’s represent the description of MLNN with sequential connections in the following
form:

SiZBi‘FAiYH,Yi:f(Si)aizl,_m- (1)

After AF linearization, the relation between coordinates Y; and Sj of jth neuron can be
described as y i=0q;+ Kijsjs and the relation between respective vectors can be described in

the following form:

Y =Q; +K;Sj, i=1m, 2

where Q; is the column of free terms, and K; is the diagonal matrix of coefficients of
linearization of AF of ith layer neurons.



2. Coefficients of Linearization of Dependencies between Coordinates

For regular using of matrix notation, let’s introduce extended description of columns
by adding zero coordinate, which is identically equal to one. For example, let’s consider the

extended description of vector X =(x,,X,,...,X,)" as vector X! = (1,X")". Here, ' is symbol
of transposition. Then, the state equation of any layer can be described as S=(B A)U' or

S'=A'U', where A' is the extended description of (B A) matrix.
Let’s describe the affinities (1), (2) in the following form:

R R O AT

1 1 0 1
Yi Di Hi)\Yia

The latter equation can be described even in shorter form
Si=AiYii, Yi=KiSi, Yi=HiYii, Hi=KiAl,
to make obvious the relation between the sequence of connections of MLNN layers and the
sequence of matrices in the product
Y =HmnHm-i--HI Yo = KnAn K-t An-i- KI Al Yo

The dependencies of the output coordinate on the coordinates of intermediate layer are
also of interest:

Yn=KnAnKiA Yi Yn=KnAnKinAaKis , (I<i<m),
both separately and jointly. For example,

Yn=KnSm > Yn=KnAnKn1Sn-1> Yn=KnAnKn1An1Kn2Sn 2 » -

The matrix ratios of transfer between the extended vectors can be denoted by the
unique names, in order to distinguish the result of matrix product from the sequence of
products of some other matrices, e.g.

Dji =KjA} - Kin AL Ki (i< ]).

Then, linearized description of dependence of the output coordinate on the input

vector of ith layer and on the state vector of this layer can be written in the following form:
1
Y= D}niAilYH . Yi=DmiSi-

Using the block representation of the latter matrix mentioned, the relation between the

vectors considered can be described in the following form:

1 1 0 1 .
(ij = (Bmi Dmi](sj > Ym=BmitDmiSi> Dmi = KmAm " Kit1Aix1 Ki, (l <m )

It should be noted that the expressions obtained are not dependent on the way of
linearization of non-linear dependencies, i.e. AF. Only the characteristic of accuracy of
approximate linear description of any dependencies, both AF and the output coordinates, on
the MLNN states, which are the arguments of AF, is dependent on the way of such
linearization. In turn, the characteristic of accuracy of description of before-mentioned
dependencies shall determine the domain and way of their application.

Considering the sequence of expressions of matrix transfer ratios

Dmm =Kms> Dmm-1) = KmAmKm-1> Dmm-2) = Kn AnKmn-1An-1Km-2, --- 3)

it’s not difficult to note that the relation Dpm-i-1) = Dm(m-iyAm-i Km-i1 1s available.




So, the expressions of coefficients of linearization of network coordinates as functions
of other coordinates can be described in matrix form, both using the recurrent function and
not using it. For the small number of layers, the recurrent function, most likely, should not be
used, because saving of memory achieved by using this function would not compensate
complication of the algorithm.

3. Determination of Derivatives of Output Coordinates in Relation to the Network
Parameters

Because the main subject of discussion in this paper is the another realization of
classic BPA, let’s consider the coefficients of AF linearization as the derivatives of before-
mentioned function.

In such a case, non-linear function (1) is used only for determination of numerical

values of Yj on the basis of numerical values of S;. In turn, pair of equations (1) makes it

possible to determine the sequences of values of state vectors S; and output vectors Y,
characterizing each layer separately and the neural network as a whole.

Then, the components of column Q; and diagonal matrix K; can be determined. In case
of using Taylor series, these components can be determined rather simply for any jth layer,
irrespective of the number of layer where it is located.

Therefore, to determine the matrix of coefficients of AF linearization for the neurons
of ith layer in the vicinity of the specific values of states S, it’s enough to differentiate the
AF of each neuron for the particular value of its state and to form the diagonal matrix
consisting of the values obtained. The columns of free terms can be determined in equally
simple way, using the operation of component-wise product of vectors:

Qi =Yi- f'(S)-*Si, K =diag{f'(S)} . 4)

The latter expressions are intended only for determining the linearization coefficients
in the vicinity of values Y, S;, i.e. for calculation of respective derivatives. Therefore, any
linearized equations can be described by deviations:

0Si=Si=Si, aYi=Yi=Yi, 8Si=AidYi1, OYi=K;dS;.

Taking this result in consideration, it’s not difficult to explain that the arbitrary

component d{" of matrix Dy, is equal to the derivative of ith coordinate of vector Y, in

relation to jth component of vector S, in the point S;,. To calculate the gradient of the quality
index, the derivatives of the output coordinates Y, in relation to the arguments of activation

functions S, are of special interest.

Indeed, the variables, which are the arguments of the activation function of some
neuron (or neuron layer), are the linear combinations of the input variables of this neuron (or
neuron layer), with the coefficients equal to the parameters of neuron (or the parameters of
neurons of the layer), or, vice versa, the linear combinations of parameters with the
coefficients equal to the values of the output vector of previous layer.

Because the value of bias of any neuron is included in the expression of AF with the
coefficient equal to one, the derivatives of the output coordinate in relation to the argument of
AF of some neuron or in relation to the value of bias of this neuron are equal.

To simplify the considerations, let’s consider only the case of one-dimensional output
coordinate of MLNN. Determination of its derivatives in relation to the parameters (values of

biases and synaptic coefficients) of jth layer DA% can be described in one expression:



DAY =Dmj'Y}_;'=Dmj' (1 Y1) =(Omj' Dmj'Yj-1")- (%)

The result obtained, after multiplication by the value of error, and the step of learning

must be subtracted from the current value of matrix (B; A;), in order to obtain its new
value, during optimization of the quadratic quality index using the gradient method.

Let’s explain that calculation of derivative matrices DA% can be carried out also

forward, when not all matrices Dpyj are calculated. Let’s explain this fact for the three-layer

neural network. For m =3, taking into consideration the expressions (3), the expressions (5)

can be described in the following form:
I* I*1 [*1

DAL =K3'Y}", DAL =K2'A3'K3' Y], DAl =K1'A2'K2'A3'KS Y (6)
4. Example

BPA is described in the special literature in sufficient details. The detailed examples of
calculation for each step of the algorithm are available. Let’s use one such example [3] to
compare the calculations implementing the scheme of BPA, proposed in this paper, and the
classic scheme of BPA.

Let’s consider three-layer network described by the following expressions:

] 2 -2 -2 3 -2 -4
yi—f(si)—m,(& Al)_{z 3 3]’(82 Az)_(_z 2 2]’

(B; As)=(-2 3 1),y;=(0.1 09y, m=3t=09,7=0.8.
For the same values of the input vector Y, desired value of the output signal t and

learning step (norm) 1, let’s determine the increment of parameters of this network for its
optimization using the gradient method, in order to compare the procedure, proposed in this
paper, with the classic one [3].

The latter procedure involves sequential determination of values of state vectors and
output coordinates forward:

Si=(B1 AD( Yo)'=(0 0.5), yi=f(S)=(0.5 0.993), $;=(-1.973 0.987),
Yy = f(S3)=(0.122 0.728)", S3=-0.906, Y3= f(S3) =0.288,£=0.9 - 0.288 =0.612.
However, the increments of matrices of the network parameters are determined
backward. For this purpose, calculated values of output coordinates Y}k are used. The results
of these calculations are presented in [3]. Let’s explain that calculation of these increments

can be combined with forward calculations, i.e. the backward passage is not critically
necessary.

Immediately after calculation of the column of states of the first layer S| using (4), the
matrix Kj can be calculated. As a rule, the values of derivative of sigmoidal AF, for
particular value of the argument, are determined on the basis of appropriate values of AF
itself, i.e. Y] value, but, in any case, determination of this matrix is completed after the

analysis of operation of the first layer.
By exactly the same way, after completion of the analysis of the second layer, the
matrix K, can be calculated, and, after the analysis of the third layer, the matrix K3. For the

example under consideration
K1 =diag{0.5(1-0.5) 0.993(1-0.993)} = diag{0.25 0.0067},
K, =diag{0.122(1-0.122) 0.728(1-0.728)} = diag{0.107 0.198}, K5 =0.205.



After calculation of these matrices, all the multiplicands of expressions of derivatives
in relation to the parameters of neurons of each layer (6) are determined. After multiplying,
the following results are obtained:

-0.0126 -0.0013 -0.01 13) [0.0658 0.0329 0.0653)

1:
DA| (—amnz ~0.0001 —0.0011 0.0406 0.0203 0.0403
DAL=D33'YS ' =D33'(1 Y3')=0205(1 0.122 0.728)=(0.205 0.025 0.149).

For determination of the increments of parameters of each layer, these matrices must
be multiplied by the value of error and learning step, en: A(Bi Ai) =¢n DAIl .

DA} =

The result of multiplying of matrices DA/, obtained before, by the constant factor en =

=0.612%0.8= 0.4896 is exactly equal to the result obtained in [3]; this fact demonstrates that
the backward passage can be eliminated from implementation of modified BPA.

It’s obvious that calculation of increment matrices, on the basis of the derivative
matrices, is not necessary: to calculate new value of matrix of parameters of each layer, only
the value of the respective derivative and the proportionality coefficient en are required.

It’s obvious also that the derivative matrices can be calculated sequentially: after

calculation of matrix K, the first multiplicand Ki'A' in the expression of matrix DA% can

be calculated; after calculation of matrix K, the second multiplicand K;'A3' in the
expression of matrix DA% (the first multiplicand in the expression of matrix DA12) can be

calculated, etc.
Conclusion

The developed method of determination of gradient of MLNN quadratic quality index
does not involve recurrent relations between the derivatives. As a result, it is proved that the
second (backward) passage is not critically necessary for calculation of derivatives. Instead,
the main multiplicand of the gradient can be calculated, which, for obtaining the numeric
value of the gradient, must be multiplied by the value of error. The main multiplicand can be
calculated in parallel with calculation of the error.
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PROCESS OF AUTOMATIC OPTICAL MUSIC RECOGNITION

A. Rajs
University Of Technology And Life Sciences, Bydgoszcz, Poland,
arajs@utp.edu.pl

This article shows process of automatic Optical Music Recognition basic on four steps. It
suggest effective methods based on morphological transformations and associative memory
(Hopfield’s network).

Introduction

Automatic visional systems are unreeled and improved from many years so that the
area of applying them expands constantly. The tendency is extorting the realization of such
systems of processing images in the digital form at the same time to storing the information,
which, outside processing the image from the analogue figure to digital, his qualities will also
enable proofreading (for example reduction in the noise of the image). Systems of automatic
Optical Music Recognition (OMR) are an example of such systems. They are finding
application at the digitization of the musical notation, for processing the handwritten musical
notation to printed, as well as at automatic inserting notes into devices reconstructing sound.

Introducing the process of recognizing to the musical notation is an aim of the this
work and suggesting using for the identification of symbols of the associative memory.

1. Principle of automatic recognizing the musical notation

The musical notation is quite complicated and before all diverse set frequently one another of
dependent signs (Fig. 1).
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Fig. 1. Example of the musical notation

Systems automatically recognizing the musical notation four functional blocks which
they are realizing are being built in the support [1, 3]:
o staff line identification and dismissing her (Fig. 2);

e uncovering the location (of staff line identified on the base in the previous stage) of
musical symbols;

e identification of these symbols;

e outlining semantic relations between musical symbols and their regulation in the
accepted form through existing programs for notes edition.



The first functional block — you will remove uncovering putting the staff line and her
perhaps to be carried out in basing for morphological transformations dilate and of erode.

The character of the digital image containing the musical notation should to analysis
be characterized by coming properties:

e putting the staff line must in results of the canvassing of the image be horizontal
(putting the staff line is making it impossible under the angle correct dismissing her as well as
the more late location and the identification of symbols),

e the beat depth of the image containing the musical notation should take out 1 bit (set
of black and white pixels),

¢ to make an assumption also that transformations will be taking place on black pixels
and white are creating the background.

It is possible mathematically for monochrome objects to bequeath the operation to
erosion into the coming way [2]:

Emono (L:SE) = min  L(M.n)=pin(L), (1)
m,neSE SE

where: L(m,n) — brightness of the point about coordinate (m,n),

SE — structural template for erosion.

By analogy mathematically written operation of dilatation has expressions for
monochrome objects [2]:

Dmono(l-aSE)= max L(m’n)zmax(l-)’ 2)
m,neSE SE

where: L(m,n) — brightness of the point about coordinate (m,n),
SE — structural template for dilatation.
The received image basing on the expressions (1) and (2) was shown in the Fig. 2.
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Fig. 2. Musical notation after the operation of uncovering and removing of staff line
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The second stage - uncovering the location (of staff identified on the base in the
previous stage) of musical symbols is most often realized on the base of the recursive flood-
fill algorithm (Fig. 3) [6].



-

Fig. 3. Musical notation after the operation of uncovering putting musical symbols

A stage identifying musical symbols is most important stage. The identification of
musical symbols can be realized by traditional ways, however the subject of the identification
isn't often perfect to insults very much — symbols aren't reflecting the shape e.g. already the in
full moon of their primal trademarks. Little disorders of features of the object aren't writing it
off for the possibility for the identification. Based algorithms are fit very well at this target on
neural networks. It is possible to carry using the neural network for the identification out of
processing called classification where the set of input signals is composed of a few classes
(classes must have the explicit division), and the sorter should in the reply report about the
class which the starting signal belongs to. However a different group of neural networks
which is reconstructing the signal taught earlier exists. This group it is for the memory
associative — reconstructing the information encrypted earlier in the memory is coming in
them. The principles of operation consist in pairing the image off (of signal) entrance around
some from remembered in the memory. Process so was called the auto association.

The musical notation contains the very rich combination of signs. Outside many
musical symbols (notes, keys, rhythmical signs, and the like) many variants of their record
exist (notes can e.g. have flags directed up or into the bottom). The structure can for very
notation be extended less or more (see Fig. 1). Therefore a set of basic signs was determined
in the aim of avoiding construction of the big standard of the associative memory (of basic
objects) which it is possible to fold appropriate musical signs from. The harvest of these
objects was described on the Fig. 4.
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Fig. 4. Set of a dozen or so basic objects (primitives) to construction of musical signs

To recognizing established standards, given to inputs in the binary form can be used
the associative memory. Hopfield neural networks carrying teaching with the supervision out
are fit for an implementation of such a memory e.g.



All outputs signals are being treated as inputs xj(k) = yi(k-1) and all inputs carrying
back signals for all neurons. He isn't feedback the neuron with his personal access (wj; = 0
when 1 =j). However he exists possibility of influencing by the outputs signal from the given
neuron on one's value in coupling the future by the feedback of additional mediating neurons.
Action of additional neurons is having a stabilizing effect on such a signal very much. The
matrix of factors of the arrangement is symmetrical (wj; = w;ji) what means that coefficient
determining joining the neuron i-th with j-th the same value has what j-th with i-th.
A thorough description of the principles of operation of the Hopfield's network is found in [4].

A capacity which is a maximum number of remembered and reconstructed with the
mistake determined maximally models is very important for the associative memory for her
with the parameter. Hebb’s rules, the maximum capacity of the memory are making the
13.8% of the number of neurons forming the memory for the mistake taking the 1% out and at
using in the process of teaching associative. This capacity can surrender to making smaller as
a result of the wrong initial state of the network which more distant copying the mistake is
causing as a result of feedbacks what is tantamount with making the capacity of the memory
smaller [5].
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Fig. 5. General Diagram of the Hopfield’s network

Outlining semantic relations between musical symbols and their regulation in the
accepted form are with the last stage through existing programs for notes edition. Semantic



relations concern such properties as levels of sounds stepping out in the range, duration of
bar, stepping out and kinds of pauses, etc.

Conclusion

The process of automatic recognizing the musical notation consists of four stages and
each of them can be realized apart in leaning processing the image against known or modified
methods. Suggested solutions are model. Research are showing that it is possible to improve
individual stages of the process of optical music recognizing.
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New generalized correlation filters for reliable recognition of moving and noisy objects
are derived. The filters design takes into account information about motion blurring and
sensor’s additive noise. Computer simulation results obtained with the proposed filters are
compared with those of various correlation filters in terms of recognition performance.

Introduction

Since the pioneering work of VanderLugt [1] much research has been undertaken to
derive correlation filters for reliable object recognition. The correlation operation has several
advantages such as follows: it can be effectively implemented in an optical setup as well as a
linear, shift-invariant filter with the use of a fast digital Fourier transform. To carry out reliable
recognition various correlation filters for two kinds of mathematical signal models (overlapping
and nonoverlapping) of input scenes were proposed [2, 3]. Using the overlapping model the
optimal filter (OF) [4] and phase-only filter (POF) [5] were derived, whereas the
nonoverlapping model was exploited for deriving of the generalized optimum filter (GOF) [6]
and generalized phase-only filter (GPOF) [7]. Note that all these filters are sensitive to optical
degradations (blurring), noise and distortions on captured images. There are a few works in
pattern recognition that deal with particular cases of the degradations [3, 8, 9].

In this paper, we propose new correlation filters for recognition of motion blurred
objects additionally corrupted with additive Gaussian noise. The paper is organized as
follows. In Section 1, we present new generalized filters. Computer simulation results are
provided and discussed in Section 2. Finally, our conclusions are presented.

1. Generalized correlation filters for recognition of moving objects

During the process of image formation a captured image may be degraded
homogenously or non-homogeneously. An inhomogeneous degradation only affects a part of
the image. For instance, during the capturing an object to be recognized is moving across a
fixed background. The input scene may be additionally corrupted with additive noise that is
always present in sensors.

Let us consider a uniform motion blurring: object moves from left to right with a
constant horizontal velocity V during the time capture interval [0, T]. The impulse response of
the blurring degradation can be expressed as follows [10]:

hm(x):%, 0<x<L, (1)

where L=VT is the displacement interval in pixels.

For clarity and simplicity one-dimensional notation is used. Assume that the input
scene S(X) contains a moving target t(X-Xo) located at unknown coordinate Xo, spatially disjoint
background scene b(x), and additive noise n(x):



s(X,%,) =t(x=x,) e h, (x) +b(x)w, (x=x,) +n(x), (2)

where “®” denotes the convolution operation, hy(X) is the impulse response given by (1),
W, (X—x%,)=1-w,(x—X,)eh,(x), and w,(x) is a support function of the target defined as
unity within the target area and zero elsewhere.

The filter design is based on the following assumptions.

» p(X) is a realization from a wide-stationary random process and g4, is its expected
value.

= The coordinate Xp is a random variable with a uniform probability density function.

= Bo(w) is the power spectral density of (b(X) - i), and it is calculated as:

= |#{[b(x) - ]V (0 3)

where fi{} denotes the Fourier transform, b(x) is considered as an ergodic process, and V(X)

is a sinusoidal window that is utilized to avoid border affects and to obtain a better estimation
of the power spectral density. Actually, other windows can be used as well for the estimation.
= n(x) is a zero mean random process with the power spectral density N(w).
= It is assumed that the wide-sense stationary noise b(x), the additive noise n(x) and
the target location X are statistically independent of each other.

* T(®), W,(®), and Hn(®) are the Fourier transforms of t(x), w,(x), and hm(x),
respectively.
= The filter output y(x) is given by y(X,X,)=5(X,X,)*h(x), where h(x) is a linear

filter that optimizes a criterion of interest.

Next, two optimal filters GOFxgp and GPOFynp with respect to different criteria are derived.
The criterion peak-to-output-energy ratio (POE) is defined as the ratio of the expected squared
value of the correlation peak to the average expected value of the output-signal energy [6]. By
maximizing the criterion, we obtain,

T(w )+ uW, (o) |
GOFNHD(a)): [ : 1 b ( )] - .
o[ (@M, (w>+ubvvb<w>| Eso(w)-wwn Jen ()
Here, denotes complex conjugate, and o is a normalizing constant [3]. A modified version

of the generalized phase-only filter that maximizes the light efficiency (defined as the ratio of
light intensity in the correlation plane to the total light leaving the input) can be expressed as

[T @) + i\, (@ )] _
‘T ( )+/1bW( )‘

In the next section we present our computer simulation results. All correlation filters
were implemented using the fast Fourier transform.

“)

ko

GPOF,0 () (5)

2. Computer simulations

In our experiments the background b(X) and the target image t(X) possess
characteristics given in Table 1. The signal range is [0-255]. The input scene is degraded as
follows: 1) several values of L are used: 3, 5, 7, 9, 11, and 15 pixels, 2) for each value of L,
additive white Gaussian noise (AWGN) with zero mean and the following standard deviations
(on): 5, 10, 15, 20, 25, 30, 35, 40, and 42.67 is added to the input scene.



Table 1
Parameters of the used images

Parameters Background ' Background ' Target
with four false objects
Mean 115.73 114.63 48.67
Standard Deviation 39.69 39.86 26.24
Size (pixels) 256 x 256 256 x 256 17 x 27

Fig. 1, a shows a test input scene containing four false objects and a target degraded
with L=11 pixels. Fig. 1, b shows the positions of the objects.

b)

Fig. 1. Test input scene containing four false objects and a moving target with L=11 pixels (a);
positions of the target marked by the arrow and the false objects (b)

The ability of a filter to discriminate a target against other objects in the input scene

can be measured with discrimination capability (DC). If the target is embedded into a
background that contains false objects the DC is expressed as follows:

B 2

o c®(0,0)|

DC = _, (6)
\cT (o,o)\

where ¢? is the maximum in the correlation plane over the background area to be rejected, and
¢’ is the maximum in the correlation plane over the area of target position.

The accuracy of target localization can be characterized with the help of a distance error
between a known exact position of the target (X;,y; ) and a position (%, ;) of the maximum

value in the correlation plane over the area of object to be recognized,

DE = (% %) +(¥; = ¥: )" - (7)

Computer simulation results when the input scene is degraded with L=3, 5, 7, 9, 11, and 15 are
shown in Figs. 2, a, b. For each value of L, 20 statistical trials (varying randomly the position of
the target) were carried out. In these experiments, the following filters are used: OF, POF, GOF,
GPOF, GOFxpp, and GPOFngp. According to the both criteria the best filters are the GPOFxpp
and GOFxpp, respectively, whereas the OF and POF fail to recognize the target.



Next, we additionally corrupt the input scene with additive noise. 20 statistical trials
randomly varying the position of the target and 30 statistical trials for each standard deviation
were carried out. Figs. 3, a, b show the performance of the filters with respect to the DC and
the distance error when L=15. It can be seen, that the GOFyyp is the best filter because it is
able to recognize the target for all applied degradations.

Recognition of the Target in Blurred Scene with Recognition of the Target in Blurred Scene
bC Respect to the DC Pix Respect to the Distance Error
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a) b)

Fig. 2. Filters performance with respect to: (a) DC and (b) distance errors, when the input scene
is degraded with blurring L=15

Recognition of the Target in Degraded Scene with Recognition of the Target in Degraded Scene with
DC L=15 Pixels and AWGN with Respect to the DC _ L=15 Pixels and AWGN with Respect
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Fig. 3. Filters performance with respect to: (a) DC and (b) distance errors of localization, when the input
scene is degraded with blurring L=15 and additive noise

Conclusion

Two new generalized filters for reliable recognition of moving objects in input scenes
degraded with additive noise were proposed. The computer simulation results demonstrated
superiority in the performance in terms of discrimination capability and distance errors of the
suggested filters comparing with various correlation filters. The obtained filters also possess
good robustness to additive input noise.
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SIGNAL RECONSTRUCTION AT ITS UNIFORM SAMPLING WITH FOURIER
SERIES®

A.L. Reznik, V.M. Efimov
Institute of Automation and Electrometry, SB RAS, Novosibirsk, Russia,
reznik@iae.nsk.su

Formulas for sampling functions at signal interpolation with Fourier series over
uniformly disposed signal and its derivative are given. Average dispersion of steady random
signal interpolation is analyzed.

Introduction

Fourier series are often used for a harmonic analysis of signal over a set of its uniform
samplings (N is odd).

N-

fO(t : i(ak COS H{x NA Z Kkt +Db, sm ktl (1)
k=1

where constants a,,a, and b, (their total number coincides with the number of samplings N)
are determined according to the well known relations:

=
—_

i
LanA _2
N T N
T

N

N-—

-
f(o)(nA)cos%kn,bk:% > £9(nA)sin2Ekn. (2)

TN-1

p=4

_ N-I

n=—

~ ‘

2

Introducing (2) into (1), and changing summation order, one obtains relation (1) is a theorem
for the periodic signal reading:

N-1

¢ (0)(t) _ 22: ¢ (0)(nA) Sll’lA(t - nA)
N-1
2

. 3
Nsmﬁ(t—nA) ©)

n=-—

Interpolation functions for the limited spectrum signal reconstruction by the set of uniformly
coming samplings of signal and its derivative have been obtained elsewhere [1]. Below we
use the same scheme for the periodic signal reconstruction in order to obtain formulas for the
corresponding sampling functions and reconstruction error dispersion at intermediate
frequencies.

1. Sampling functions and interpolation formulas
Sampling functions for the uniform set of periodic signal values and its derivatives are

derived from the corresponding relations for the same set characterizing the limited spectrum
signal [1] using well known relations:

* This study was supported by Russian Foundation of Basic Researches (grant Ne 06-01-00653), by
Presidium of Russian Academy of Sciences (Program Ne 14.1/2006), and by Siberian Branch of RAS
(Integration Project Ne 3.9/2006).



r-1

i ! (-1 d ———ctgar, (4)

n:—oo(n-l‘a)r (r 1) d
Sl AR
”=Z—oo(”+a)r =V g e &)

1. Let us consider the case, when for signal reconstruction we use its values obtained
in period NA — {f (0)(nA)} where n =0,N —1. Since

£ O)= £ O+ kNA), (6)

classic sampling theorem

© sinZ (t — nA)
=3 f O)pa)—a™ " 7)
“ Z(t-nA)
o A
is transformed as follows:
£ O)(t)=
N-1 ) kN (8)
S O (na)sin T (¢ - 1)
ng‘) (nA)sin A (t nA)k_Z_:OO z T (- A — KNA)

Using relation (5) for odd N, and relation (4) for even N at r =1 after simple transforms we
obtain interpolation formulas (3) using sampling functions for the periodic signal and formula (9):

sin}- (t nA)

Zf Nsm—(t nA)cosm(t nA). 9)

Let us note that although relations (3) and (9) well describe the periodic signal by its values
they are not convenient for the signal reconstruction at intermediate frequencies. This follows
from the fact that condition (6) makes signal discontinuous.

Improvement happens when one uses (cos T 2Kkt, sin 5 NA T (2k — l)t) as basis functions.

In this case the discontinuity of odd mterpola‘uon terms over the ends of period NA
disappears, and samplings theorem is:

0)er o F(NA) sinE(t—nA)
: (t)_n; 2 {(2N+1)sm

(t_nA)(HCOS(WTAm(t — nA))+

m (10)
. sin & (t+nA) (1 05, T (t+nA))
(2N+1)smm(t+nA) (2N+D)A ’
when number (2N+1) is odd and
N f(2”1A) sin % (t—20-1A)
(0) om0
()= n%l:l) 2NSinﬁK(t_2n{1A)(l+cosm§K(t nTA))
(11)

sin (t+2n IA) .
_2Nsmm(t+2nzlA)(1—cos?§,‘K(t+”2A)) ,




when number (2N) is even.

2. For the uniform sets of readings of the signal and its first derivative, when signal
spectrum is limited by frequency 7/A, and interval between a pair of readings is 2A,
theorem is written as [1]:

FO)(t) = i[smﬁ(t - nzA)ﬂ f “”(nZAM#TzA)(t - nZA)}. (12)

=l (t-n24)

If signal is periodic with a period of N2A, then it follows from equations (4) and (12) that
independently of whether N is odd or even, theorem (12) turns to equation:

£ (t)=§{N?;;:(tn2nA2)AJ { £ (n24)+

(1 N (13)
f(n2A) N2A
) —sin oz (t—N2A)cos B (t—n2A)¢.
Apparently, at N — oo relation (13) transforms to relation (12), since
h1115130 2;; N sin 5% (t—n2A)=(t—n2A),and ’!‘iirgocosﬁ(t —n2A)=1.
Calculating cosine-sine coefficients for formula (1) using (13) we obtain:
1 N-1
a, =— . f(n2a),
N =
0 4 50 2 2N=K) ¢ 0 24N >
a, =a +a!) ==—">"f"(n2A)cos Z kn - =— '(n2A)sin3kn, (1)
N = N 13
)N N
b, =bl® +p) = —2(’\l|\| - ) f ©(n2A)sin 2,{ kn + jN—AZ f0 )(nZA)COSZW” kn,
n=0 n=0

Convergence of (13) over intermediate frequencies is not satisfying as well.
2. Dispersion of reconstruction error

Dispersion of reconstruction error is determined by relation:
<52>: Ida)Sf(a))gz(a)), (15)

where S, (@)- is the spectral density of reconstructed signal, &*(@) - is dispersion of error of

signal reconstruction at certain frequency .

Value & (a)) may be calculated using either reference functions or standard frequency
expansions. The latter seem to be more preferable, since unlike frequency functions, sampling
functions are not orthogonal.

1. Let us consider error dispersion value, when signal is reconstructed using theorem
(3). In this case



(16)

N-1

NA
J. dt| e ™ —a, - Zzz(ak cos 2% kt +b, sinﬁ%kt)

2 I 7
g (w)=—

(@) Na 1, 2
2

Here value f (0)(nA) —giema according to (2).

According to Fig. 1, signal expansion (3) is not good enough to describe signal
containing the intermediate frequencies. At frequencies a)=2W”k 1<k S% error

dispersion is equal to zero.
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Fig. 1. Error dispersion at signal reconstruction with formula (3) depending on the signal period

With basis functions (cosﬁZkt,sinﬁ(Zk—l)t) error dispersion gz(a)) is not
oscillating, but increases with the growing frequency. Relation (11) well reproduces the

intermediate signal frequencies (Fig. 2).
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Fig. 2. Error dispersion at signal reconstruction with formula (11) depending on the signal period

2. Let us consider given pairs of signal values and its derivative in abscissa
n=0,N —1), while signal is reconstructed according to formula (13). In this case let

n2A )
us use a standard bandwidth signal expansion, wherein expansion constants are determined by



relation (14), where f(©(n2a)=e 2 and f1(n2A)=-iwe 2™ are derivative values.
Computation results are given in Fig. 3.
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Fig. 3. Error dispersion at signal reconstruction with formula (13) depending on the signal period

Conclusion

Fig. 1 and 3 show that at frequencies |a)|<7z/A signal reconstruction with

interpolation formulas (3) and (13) is not successful due. Therefore, re-sampling is needed.
When N is large enough at frequencies above the Nyquist one formula (13) is equivalent to
formula (12) with regard to reconstruction accuracy, and formula (3) is similar to the standard
sampling theorem (7) (see [2]).

Sampling theorem (11) reproduces frequencies well enough at |a)| <z/A, while at

higher frequencies is equivalent to the standard sampling theorem (7) for the non-periodic
signal. Most likely at re-sampling it may be used to build a FIR-filter according to procedure
described elsewhere [3].
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RECONSTRUCTION OF SUPER RESOLUTION IMAGES
WITH MINIMUM DISPERSION®

A.L. Reznik, V.M. Efimov, A.A. Soloview
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reznik@iae.nsk.su

Described is a method for the spatial solution of a problem related to image
reconstruction by a sequence of observed low resolution images, differing by the mutual
coordinate shift. Algorithms and computation scheme are built so that signal with the least
dispersion is chosen among all digital signals fitting the registered observation system.

Introduction

In many fields of applied or practical informatics it is necessary to estimate ideal
initial signal or image by the results of measurements carried out with low resolution photo
matrices. Photo matrices with high spatial resolution are rather expensive, especially for infra-
red (IR) spectra, and there are many problems with the manufacturing of receivers.

Let us try to solve the problem of image reconstruction with high spatial resolution
using a regulated subpixel scanning, when initial signal is restored by a set of images, each
obtained with a trajectory shift of registering photo matrix with discretion less than the linear
size of photo element (or integrating aperture). Therefore, with a set of digital images shifted
with respect to each other so that shift value is less than the linear size of the integrating
element of photo matrix, we should estimate initial image to obtain its maximum high spatial
resolution by the optimum processing method.

Typical approaches [1-5] use various numerical optimization procedures providing
solutions with a minimal norm [6]. We shall search for the solution with the minimum
dispersion (energy), which in general case is not the same. Below we show in what cases
these solutions coincide, and give constructive algorithms for their fast revealing in linear and
two-dimensional cases.

1. Reconstruction of a digital signal with minimum dispersion (one-dimensional case)

As we have already mentioned problems of reconstruction of signal with minimum
norm and signal with minimum dispersion basing on the same observation by a subpixel
scanning of initial image may have non coinciding solutions.

Let us show that under certain conditions upon the linear size of restored field these
solutions indeed coincide, and let us also give constructive algorithm accelerating signal
reconstruction with no addressing to giant matrices.

Let us consider registering scheme shown on Fig. 1. Here number N, corresponding to
dimension of restored vector X = (X; X2 ,..., XN ), is a multiple to a number of elements of
resolution | that get into the integrating aperture. This means that scanning field size (for one
dimensional case it is interval size N) is larger by whole number fold than the size of aperture
l, i.e. N=nxl.

* This study was supported by Russian Foundation of Basic Researches (grant Ne 06-01-00653), by
Presidium of Russian Academy of Sciences (Program Ne 14.1/2006), and by Siberian Branch of RAS
(Integration Project Ne 3.9/2006).
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are measurements

Let us write the set of equations corresponding to observation vector | =(I; , I, ,...,
I(n-1y1+1 ) as follows

X +X+..+ X =1

Xp +X3+...+ X4 =15 (1)
X(n=)l+1 T X(n=1)142 T -+ Xn1 = lnopyi41 -
Apparently, in this case the average value of signal
0 Xy 04 X)) A Kt HX) Do+ e 2)

N N N

is a constant expressed through the elements of observation vector | and independent of
variables X;. Now using (2), we are able to prove directly that search for the norm minimizing
solution is equivalent to the search for dispersion minimizing solution.

Let us note that in the first case (minimized norm solution) one should minimize expression

||X|| ZX = min. 3)

In the similar manner let us write and transform expression for dispersion

)1 (1+|I+1+|21+1+~-+|(n—1)l+1)2_ 1,2 .
Zbﬁ (= B 1(%292 I N —N—_lw —const= mir.  (4)

The obtained relation differs from (3) only by a constant multiple and additional
summand independent of variables X; Therefore problems (4) and (3) has the same solution.
Therefore, at a size of restored field N = nx| norm minimization solution (3) and dispersion
minimization solution (4) are equivalent. The minimum of expression (3) is attained with the
following values of variables:

={2n_1+(ln|_2)(n_l)}llJ{_nT_l}l |:1J|(n l)l+l+Z{(“";—Il)'”}““{_n—ri]—l}w}. (5)

n-2

Xi= X 1 > (=5 =D(1ghsizt = Tshsi )= (Ishi2 = st )l (i=2...1-0). (6)

Ns—g

L — qu, (i="10sN), (7)

q=j-l+1



2. Minimum dispersion image reconstruction (two-dimensional case)

Reconstruction of a two-dimensional field with minimum dispersion by a sequence of
low resolution images shifted against each other is carried out as follows.

It first we need to build an estimate for the elements of image X=(Xmn), following
conditions

1) D Xpg =1y (i=1...M=1+1;j=1,...M =1 +1);
p:i q:j (8)
N N ) 1 M N

2) ZZ(qu—<x> ):>min, where <x>:—22qu.
p=I g=1 MN p=1 g=1

In a discrete case for reconstructing field X=(Xmn), m=1,...,M; n=1,....N by the
observed data represented by matrix I=(lj), i=1,...,M-I+1; j=1,...,N-I+1, under condition that
filed size is multiple to the linear size | of integrating aperture, i.e. when M=ml u N=nl,
problem solution is found by factorization twice stepwise applying the above described
procedure for the linear case. For this purpose let us build new vectors

Y, = (Vi Viarees Yy b 3= 1o NAIL

|
)= X (k=1..,M), 9)
r=1

and then for each j=1,...,N-I+1 we solve linear case by the above described algorithm:
|
ZkaJrll ij, (k=1,....M =1 +1);

P (10)

i(yIJ <J.>2):>min, where <yj>=ﬁ§:yji.

i=1

In conclusion, as we have found all elements of solution (10) by “columns”, and e.g.
have determined all variables yjx (j=1,...,N-I+1; k=1,...,M), initial image reconstruction comes
as a result of independent solution of M linear problems for each k=1,...,M:

[
Zxk,j+r—1 =Y (I=L..,N=I+1);
r=1

i(xkq —<xk>2) =min, where (x,) :ﬁZN: Xeq-
9=l

g=1

(1)

This algorithm was checked with a large number of real and artificially constructed
control digital images. Reconstruction quality was good in most of cases. Let's note, that
improvement of the spatial resolution of the restored image in comparison with the spatial
resolution of observed images demands square-law increase in amount of measurements. This
problem is not a insuperable one due to the following reasons. First, time spent on
reconstruction of images 512x512 elements in size using a moderate capacity personal
computer never exceeds several seconds. Second, computations matrices used to perform all
mathematical operations may be calculated beforehand, and algorithms computation capacity
is essentially reduced. Fig. 2 exemplifies image reconstruction with the described procedure.



b)

Fig. 2. Minimum energy image reconstruction: a) initial image; b) one of observed low resolution image;
¢) minimum energy reconstructed image

If the sizes of a restored field are not harmonized with the sizes of the scanning
aperture (i.e. if M or N are not multiple I), the decision possessing the minimum norm, differs
from the decision possessing the minimum dispersion. Let’s demonstrate it with the following
example. Let we need to reconstruct field X=(Xmn,) with a dimension of 3x3 elements
according to observed data

X+ Xpp + X + Xpp =1y
Xip + X3+ X + X3 =1y (12)

Xa1 + X + X531 + X35 = I

Xop + X3 + X35 + X33 = 5.

Thus, it is required to solve a two-dimensional task of restoration for M=3; N=3; I=2.
Direct calculations show that image with minimum norm, which corresponds observation
system (12), is

4220113123101 002) T @2 x(l 523 1a1s102) T (2412 x (1151123 11 100) T

—

x-1 Q127D 2ot (51 5 Dxypshoslagston)| (B2 x (51113 102) (13)

O

(214-2)x (1131231013 000) T (FL-122)x (133 Do 1an) T (122528 x (115 13 D13 1) T

while image with minimum dispersion (energy) corresponding to the same system of
observations, may be represented as

23-9-97)x (I 511231553 120) T (AEIE=5-5)x (113 hs D5 100) T (<9:237-9)x (135123 1555 100) T
xo L (L5155 x (3l a1 (333 3)x(liaihogston)| SIS x (13103 0055050)" (14)

(9723-9)x (1 ;3 1125 113 100) T (SS=SUEID X150l 100) T (779-9:23) x (113 1195 13 100)T

For example, if 1;; =1}, =15, = 15, =36, then reconstructed with minimum norm and
corresponding to observation system (12) image is



X, =4, X,= & X,;=4
X, =8; X, =16; X, =8 (15)
X, =4 X,= 8 X;=4

Naturally, image (15) is characterized by a higher dispersion than image reconstructed
via scheme (14):

X1=9 X2= 9 X3=9
X21 = 9, X22 = 9, X23 =9 (16)
X371 = 9; X3y = 9; X33 = 9,

as image (16) has zero-dispersion, while norm of image (15)

13 3, [1 5 5 5 5 5 5 5
||x||(15) —22 Exij ::\/3—2(4 +8°+4°+87 +167 +8 +4° +8° +4°) =38

is less than norm of image (16):

Mw

S 2
Z —29><9 =9.
1 j=1 3

1
"X"(16) 132

Conclusion

At present we develop our method for improving spatial resolution of mutually shifted
low resolution images in several directions. Now we work on the case, when integrating
aperture is not uniform. We have also obtained rather promising results building optimum
algorithms for reconstructing any size images.
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A PRACTICAL APPROACH TO THE SPELL CHECKERS COMPARISON

E.A. Rigkov, O.S. Seredin
Tula State University, Tula, Russia

This paper addresses the problem of rating quality for spell checker systems. We
introduce quality characteristics for rating quality of these systems. The paper also contains
comparative test results both for commercial spell checkers and for experimental spell system.

Introduction

The developers of spell checker systems want to test designed algorithms for ascertain
the quality of their systems and to compare it with analogues. Unfortunately, authors, who
describe performance of their spell checkers present nondescript test results [1, 3, 4]. It is
difficult to assess be sure in quality of spell checkers unambiguously and objectively based on
these test results. The goal of this paper is the description of the approach to spell checkers
comparison in the manner, which is applicable for quality assessment of an arbitrary systems.

1. Principals of the spell checkers comparison

It is necessary to start with selecting characteristics which define spell checker quality. A
spell checker operates in two stages: error detection and than error correction. Despite objective
characteristics like processing time, memory usage etc. are very important for final program, they
are not the key characteristics of a spell checker algorithm.

At first glance it seems that the more words will be marked as erroneous on the first stage
the better. However it is not always true because on the second stage every marked word needs a
correction by an error correction algorithm. As a result, if a correct word is marked as erroneous (so-
called “false alarm” of algorithm) then on the correction stage this correct word could be corrupted
in an error correction attempt.

Which parameters characterize quality of spell checker systems and how to estimate them?
Before answering this question we need to define a model of “incorrect” text and corresponding to it
etalon text. These models will be used to assess various spell checkers. For testing we need to
corrupt some etalon words and try to find and fix these corruptions. The corrupted text may be
obtained from the etalon one by applying editing operations such as insertions, deletions, and
substitutions of the letters in etalon words.

There are many different models of the text corruption. Indeed, in the case of keyboard
input, or text recognition by an optical character recognition (OCR) system, or text recovery from
corrupted e-mails, distribution of typical errors may be different.

During analysis of keyboard inputted text most likely errors are letter permutations
(changing letter subsequence in word), omissions, and typing one letter instead of other one, which
located close on keyboard.

While analysis of text which was retrieved from an optical character recognition system
there are merging errors (two letters merge to one and vice versa). Also letter may be recognized
incorrectly. For example, instead of letter “w” an OCR could produce two letters “v”, and letter “1”
could be recognized as “1”.

Finally, a text of e-mails usually does not contain some letters after several conversions on
internet servers. This happen because some symbols are not present in some character code pages.

In spite of the fact that nowadays all spell checking systems use common spelling
algorithms for all situations, results could be different for different type of text corruption.



2. Description of the comparison technique

Here is the formal description of our approach to the spell checkers comparison. Some
authors suggest using similar characteristics [2, 5]. Lets us consider an etalon test text as a set
of words. Let us corrupt » words (using some text corruption model) from this set and launch
an error detection algorithm. The ideal algorithm should detect exactly b words with errors.
But a real algorithm can detect f words; and that number f can be smaller or bigger then b.
From this f words only ’ (b’ < b) have introduced errors — “true alarms”, and f'- b’ words
have no errors — “false alarms”.

After detecting these ' words the correction algorithm tries to correct them. But it can
correct only k words from f (including wrong correction). In this case only m words from b
(m <b) are really corrected, and k - m words are corrupted again.

Now let us state the main characteristics of spell checker systems. (Symbol — shows
parameter value for ideal algorithm):

e Error detection:

1. The ratio of the number of detected words with errors to the total number
of words with errors: b’ /b — 1.

2. The number of “false alarms” while detecting erroneous words (the correct
word was appointed as incorrect): |b - f] /b — 0.

e Error correction:

1. The ratio of the number of a right corrected words to the total number of
erroneous words: m /b — 1.
2. The number of wrongly corrected words (corrected word is different from
etalon word): 1 -m /k — 0.
Therefore the ideal algorithm for spell checker has next parameters:
e the number of “false alarms” and the number of wrong corrections are equal to 0;
e the ratios of numbers of detected and aright corrected words to the total incorrect

words are equal to 1.

For more convenient estimation of comparison algorithm let us convert all 4
characteristics into percentage values: 0% — if an algorithm completely fails parameter and
100% otherwise. The overall performance rate for an algorithm calculated as an arithmetical
mean of these four parameters in percents.

The test results for some arbitrary spell checker algorithm are presented bellow in Table.

Table
Characteristics of a Spell checker
Error detection Error correction
The ratio of the number The number of “false The ratio of the number The number of false
of detected words with | alarms” while detecting of | aright corrections to the | wrongly corrected words
errors to the total number erroneous words total number of words
of words with errors with errors
797 /900 = 0.88 [900-1303//900 = 0.45 232 /900 =0.25 1-232/791=0.71
— 1 —0 — 1 — 0
(0.88 - 100%) = 88% | (0.55 - 100%) =55% | (0.25 - 100%) =25% | (0.29 - 100%) =29%
The overall performance \ (88% + 55% + 25% + 29%) / 4 = 49%




From the etalon set of 12146 words »=900 words were corrupted. On the error
detection stage /=1303 words were marked as containing errors. But only 5’=797 corrections
have true errors. The algorithm corrected A=791 words but only m=232corections aright.

It is necessary to say that in some circumstances some spell checkers characteristics
cold have higher priorities that other. Let us consider the situation when some a spell checker
system corrects all incorrect words in a text and these corrections aright. However, on the
error detection stage all words in the text were marked as erroneous. It is obvious that first,
third, and fourth characteristics are equal to 100%, but the second one (if the relative amount
of error words is not large) is close to 0%. In this way, the total rating of the spell checker
system is equal to (100% + 0% + 100% + 100%) / 4 = 75%. In this situation it is reasonable to
build overall rating based only on third and fourth characteristics.

3. The real spell checkers comparison

We have tested several real spell checkers by the described method. Task of the
research are:

e cstablishing the reason of low quality of existing systems;

e investigate similarities between different systems results for purpose of merging of
spell checkers into one more complex spell checker;

e cstimating spell checking quality for different text corruption models.
In this article we examine only the first task, because similarity analysis and text corruption
will take a more detailed research which we a planning to do in future.

Results of the spell checkers comparison are presented in Fig. 1 (1 word analysis) and
Fig. 2 (3 word analysis).

OThe number of false wrongly correctad words
mThe ratio of the number aright corrections to the total number of words with errors

BEThe number of “false alarms™ while detecting of erroneous words

BThe ratio of the number of detected words with errors to the total number of words with errors
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Fig. 1. Results of spell checkers comparison (1 word analysis)
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Fig. 2. Results of spell checkers comparison (3 word analysis)

Testing was done using two different settings of the test system. In the first case a
word was declared as correct if it was found on the first position in the candidate list. In the
second case a words was declared as correct if it was found on first, second or third positions
in the candidate list.

For the quality rating of spell checker systems we used Russian text of average book
size. Each fifth word in the text was corrupted by a special algorithm. The obtained damaged
text was analyzed by different spell checkers, which tried to detect and correct errors. Special
monitoring system were used to calculate performance characteristics.

Systems participating in the test are listed below. Undisputed leaders are open source
dictionary based spell checkers ASpell and MySpell (based on ASpell). Another dictionary
based spell checker embedded into the Microsoft Word also was high in the list. Older version
of Microsoft Word spell checker (CSAPI) shows very poor results. Experimental spell
checkers based on n-gram and n-gram-morpheme approach instead of dictionary occupied last
places in the list.

Conclusions

The analysis of the testing results allows us to produce the following conclusion.
Problems of the current spell checkers consist not only in selection of corrected word from a
candidate list. The generation of a candidate list is a problematic task. Would the correct word
always generated, but not positioned first in the list the priority task will be word ranking.
However, as testing with analysis of first three words illustrated, the correct word could not
be in the beginning of candidate list. It means that candidate list generation is a priority task
as well.



The results described in this paper are not final. Currently authors are developing
different text corruption models and other methods of spell checkers comparison.
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MOBILE-COMMERCE INTENTION TO USE VIA SMS IN THE BANKING
SECTOR IN KUWAIT: TEST OF COMPETING MODELS

K. Rouibah, S. Ould-Ali
College of Business Administration, Kuwait University, Kuwait

This study compares the explanatory power of six competing IT acceptance models to
predict SMS intention to use in Kuwait. These six models are: Theory of reasoned action, theory
of panned behavior, technology acceptance model, decomposed theory of planed behavior,
Nysveen’s et al. model (Nysveen et al., 2005), and a hew model proposed by the authors. Data
collected from 171 users in Kuwait were used to compare these models using regression
analyses. The results show that the decomposed theory of planed behavior has the largest
explanatory power of SMS intention to use in the banking sector, followed by the new proposed
model. Results also reveal that TAM and TRA have the least explanatory power. Several
implications for IT/IS acceptance research and mobile banking management practices are
discussed.

Introduction

With the widespread of new ICT around the world studies dedicated to mobile device
adoption increased (Nysveen et al., 2005, Yi et al.,, 2006). Over the past few years, m-
commerce defined "as transactions done over mobile devices", has emerged as an efficient
alternative to conduct transactions via mobile devises. Even though m-commerce represents a
small fraction of e-commerce, that percentage is steadily growing over the last five years.
From less than $2 million in 2000, it has reached $23 millions in 2005. The growth is
facilitated by the cost reduction of used communication channels. According to Kamel and
Assem (Kamel et al., 2003), cost of banking transactions handled by different communication
channels are the following: $2.5 for transactions in bank's branch, $1 by telephone, $0.4 by
ATM, $0.24 by mobile phone (SMS), and $0.1 by internet. While these statements show that
internet and SMS —based transactions are the cheapest communication channels, the volume
of different e-commerce activities in the Arab world is very low compared to those outside the
Arab region. For example, the growth of e-commerce is 8% in the Arab region while it is 30%
world wide. In addition, while the volume of ecommerce in Kuwait is very low (B2C
accounts $225 million and B2B $726 million), it reaches $3 trillion in the world (B2B
accounts 80%).

In order to increase the m-commerce in the Arab world, this study focused on
intention to use SMS. This paper focused on this subject for four main reasons. First, recently,
the growing influence of SMS has attracted significant attention. As a convenient and low-
cost mobile communication technology, SMS is experiencing very rapid growth. In 2001, 700
million mobile phone users worldwide sent an average of 20 billion SMS messages every
month (Xu et al., 2003). Indeed, the volume of SMS messages sent in December 2001 was 30
billion worldwide, and 100 billion by 2008. In Europe, Norway leads the region with an
average of 47 messages sent per month per user in 2001 while Philippines lead the Asia-
Pacific region with 336 SMS messages (Xu et al., 2003). The largest volume of SMS use is in
Europe. It reached a $14 billion dollar market in 2004. Second, SMS has different benefits.
For example, it can be used to conduct bank transactions over mobile devices as well as to
conduct mobile payment based on SMS'. Third, although millions of dollars have been spent
on building mobile banking systems (including usage of SMS), reports on mobile banking

! M-net is mobile payment technology that is recently introduced in Kuwait. It enables users to conduct
transactions based on mobile devices.



show that potential users may not be using the systems, despite their availability. Fourth,
searching the academic literature through ScienceDirect also returns few related articles.

While many past studies focused on different applications and services offered by
technology of mobile devices, less studies focused on short message service (SMS) adoption
(Karlsen et al., 2001; Reid and Reid 2004; Yan et al., 2006; Baron et al., 2006; Nysveen et al.,
2005; Leung 2006), and very few papers used well-know theories, including TAM (Yan et al.,
2006; Baron et al., 2006), TAM and TRA (Nysveen et al., 2005).

Thus, research is needed to identify the factors determining users' acceptance of SMS.
For this purpose this study compared six (06) well known IT acceptance models: Theory of
Acceptance Model-TAM (Davis 1989), Theory of Planned Behavior-TPB (Ajzen 1991)
Theory of Reasoned Actions-TRA (Ajzen and Fishbein 1980), Decomposed Theory of Planed
Behavior-DTPB (Taylor and Todd 1995); Nysveen’s et al. model (2005), and the integrated
model (Yi et al., 20006).

1. Research Methodology

The instrument used in thus this study consisted of a questionnaire of 38 questions,
each representing a component of the research model. All the variables in the research model
were operational zed using standard scales from past literature on IS/IT acceptance. Target
subjects were students from the age of sixteen and above who had banking transactions using
SMS. The technique of sampling was non-probability convenient sampling method. It was
used because it was a viable alternative and also due to the constraint of time, speed, costs and
convenience in order to obtain enough respondents. The questionnaires were distributed to
students. These questionnaires were handed over by hand to quicken the collection process.

Analysis of the sample indicates that female respondents percentage (56.3%) is larger
than that of male. 55.6 of respondents are students while 44.4 % are students who worked per
time in private organizations. 62.3% have less than three years at their college. 98% of the
respondents owned a mobile phone, 16.1% owned a pager, while a very small percentage
owned a PDA (3.5%) and pen-based (1.6%). In average 54.5% (the cumulative of those who
agreed and strongly agreed) use SMS to check their bank's account, 55% use SMS instead of
calling the call center of their banks, while 56.2% use SMS to check their past bank’s
transactions. All these kind of usages reveals that SMS is mostly used to check their bank’s
transactions.

In order to ensure that the variables were internally consistent; reliability assessment
was carried out using Cronbach’s alpha. A low value (i.e. a close to 0) implies that the
variables are not internally related in the manner expected. Reliability analyses show all
variables exhibit Cronbach’s alpha values between 0.95 and 0.96. In addition, results showed
that all the eight variables, the composed the six IT acceptance models (Perceived
Expressiveness - PEX, Perceived Enjoyment - PE, Perceived Usefulness - PU, Perceived Ease
of Use — PEOU, Subjective Norm - SN, Attitude toward Use - ATU, Perceived Behavioral
Control - PBC, and Behavioral Intention - BI) had mean values higher than three, indicating
that on the average most respondents agreed to the items set in the questionnaire.

2. Results

Factor analysis was conducted to confirm the existence and relevance of the existing
variables. A total of six factors were identified. These factors explained 73.39 of the total
variance. This pattern of validity is consistent with much prior research (e.g. see Taylor and
Todd 1995).



After the factor analysis was performed, regression analyses were carried out to
determine the relationships between variables of the models.

2.1. Predicting Behavioral Intention to use SMS based on TRA model

Results indicate that attitude toward behavior and subjective norm have a positive
direct effect on BI to adopt SMS in the banking sector, successively with (B = 0.370, t =
=5.250,p <0.01) and (B =0.264, t = 3.742, p < 0.01). Attitude plays more significant role in
predicting BI than subjective norm. Results also reveal that 27% of the variation in the BI to
use SMS is explained by these two variables. These results are similar to those of Davis
(1989) in the use of MS Word, but are small than Shih and Fang (2004) in the banking sector.
Therefore TRA is still valid in the case of SMS.

2.2. Predicting Behavioral Intention to use SMS based on TPB model

Results only two variables (attitude, perceived behavioral control) exert a positive
direct effect on BI, successively with (B = 0.164, t = 2.636, p < 0.01), and (B = 0.576, t =
8.986, p < 0.01). However, subjective norm has no effect on BI. Moreover, 50.4% of the
variation in BI is caused by the two variables (ATT and PBC). This variance is smaller than
Taylor and Todd (1995) in the case of competing resource center usage, Shih and Fang about
e-banking. However the variance explained by this study model is bigger than that of Chau
and Hu (2001) in the telemedicine. Moreover, we can observe that TPB produces more
variance than does TRA. In addition, PBC seems to play the strongest direct effect on BI. This
result reveals also that attitude loses its dominance in TPB in profit of PBC. Accordingly TPB
is not fully valid in predicting SMS in the banking sector.

2.3. Predicting acceptance of SMS based on TAM model

Predicting behavioral intention using TAM: Results indicate that the three variables
(attitude, PU and PEOU) exert a significant positive direct effect on BI successively with (8 =
= 0.204, t = 3.264, p < 0.01), (B = 0.197, t = 3.151, p < 0.01), and (B = 0.518, t = 8.303,
p <0.10). The three variables contribute to explain 33.7% of the total variance in BI. Three
observations can be highlighted. First, the effect of PEOU on BI is the strongest followed by
attitude, and then by PU. Second, the effect of PU on BI is over 2.6 times that of the effect of
PU on BI, which is contradicts the trends in prior TAM research. Third, the explanatory
power of TAM is less than that of TPB but higher than TRA. The study's results reveal that
the variance explained is smaller than those of Davis (1989), Taylor and Todd (1995) and
Chau and Hu (2001).

Predicting attitude and PU: Results indicates that PEOU (3 = 0.493, t = 7.523, p<0.01)
exerts more influence on attitude than does PU (8 =0.197, t =2.921, p <0.01). These two variables
contribute to explain 27.1% of the total variance in attitude. Moreover results indicate that PEOU
affect positively PU (B = 0.774, t = 15.882, p < 0.01) and PEOU contributes to explain (R2= 60%)
of the variance of PU. This is in line with much prior TAM research.

2.4. Predicting SMS Acceptance Using the DTPB model

Predicting behavioral intention using: Results (see annex) indicate that the four
variables (attitude, PU, SN and PBC) exert a positive effect on BI successively with
(B=0.795, t = 27.402, p < 0.01), (B = 0.121, t = 4.131, p < 0.01), (B = 0.200, t = 6.211,
p <0.01), and (B =0.205, t = 6.423, p < 0.01). The four variables contribute to explain 86.3 %



of the total variance in BI. The following observations can be highlighted. The effect of
attitude on Bl is the strongest followed by PBC, which reveals that attitude gain its dominance
over PBC when PU and PEOU are integrated in the DTPB. Third, the explanatory power of
decomposed TPB is higher than three previous models (TRA, TPB, and TAM). Finally the
variance explained by the study model is higher than any previous that used DTPB including
(Taylor and Todd 1995, Chau and Hu 2001; Shih, and K. Fang 2004).

Predicting attitude and PU using DTPB: Similar to TAM, results (see annex) indicate
that PEOU exerts more influence on attitude (B = 0.493, t = 7.523, p < 0.01) than does PU
(B=0.191, t = 8.921, p < 0.01). These two variables contribute to explain 27.1% of the total
variance in attitude. Similarly to TAM, results indicate that PEOU is a determinant of PU
(B=0.774, t=15.882, p < 0.01) and PEOU contributes to explain (R2= 60%) of the variance
of PU. This is in line with much prior TAM research.

2.5. Predicting SMS Using Nysveen’s Model

Predicting behavioral intention using SMS: Table 5 indicates that only three out of six
variables of Nysveen’s et al., model (perceived enjoyment, attitude, and PEOU) exert a
positive direct effect on BI successively with (B = 0.152, t = 4.32, p < 0.01), (B = 0.169,
t=2.719, p < 0.01), (B = 0.345, t = 3.921, p < 0.01) and. Three did not posit any significant
relationships. These are: perceived expressiveness (B = 0.090, t = 923, p < 0.01), PU
(B=0.128,t=0.901, p < 0.01), and SN (B = 0.056, t = 0.694, p < 0.01). The three variables
contribute to explain 34.7 % of the total variance in BI. The following observations can be
highlighted. Among variables that have significant relationships with BI, PEOU exerts the
strongest effect. This result contradict previous findings of Nysveen et al. who found that
perceived enjoyment exerts the strongest effect on BI for female and perceived expressiveness
for male users. The effect of attitude on BI is minimized with the absence of PBC. Social
norm has no effect on BI as was the case of TRA and the case of Nysveen’s et al. model for
male users. Moreover, the explanatory power of Nysveen’s et al. model: is higher than TRA
and TAM, but less than TPB, and DTPB. Finally, the application of Nysveen’s et al. model on
SMS intention to use SMS in Kuwait produces slightly different results than in Norway and
the variance explained by its application in Kuwait is far less than its application in Norway
for female (71%) and male users (68%).

Predicting attitude and PU using SMS: Results indicate that among four variables that
are hypothesized to affect ATT: perceived expressiveness (B = 0.225, t = 2.291, p < 0.01),
perceived enjoyment (8 = 0.042, t = 0.381, p <0.01), PU (B =0.137,t=2.038, p < 0.01), and
PEOU (8 = 0.347, t = 4.094, p < 0.01), three only exert a significant influence on BI. These
are: perceived expressive, PU and PEOU. Among these variables, PEOU exerts more
influence on attitude, followed by perceived expressiveness. The three variables contribute to
explain 30.5% of the total variance in attitude. Similarly to TAM, results indicate that PEOU
is a determinant of PU (B = 0.774, t = 15.882, p < 0.01) and PEOU contributes to explain
(R2= 60%) of the variance of PU.

2.6. The New Model-based on the modification of

This new model is based on previous of the unified model proposed by Yi et al.
(2005).

Predicting behavioral intention using the new proposed model: Results (see annex)
indicate that only two out of six variables model exert a positive direct effect on BI
successively. These are PEOU (3 =0.138, t=2.297, p <0.01), and PBC (B = 0.558, t = 7.624,
p < 0.01). The two variables contribute to explain 51.2 % of the total variance in BI. This is



similar to results' study of Yi et al. even though the current study removes two constructs
from their study (personal innovativeness and result demonstrability) and included attitude in
the modified model. Four did not posit any significant relationships. These are: Perceived
enjoyment (B = 0.047, t = 0.658, p < 0.01), attitude (B = 0.112, t = 1.919, p < 0.01), PU
B=0.116, t = 1.890, p < 0.01), SN (B = 0.047, t = 0.658, p < 0.01). The following
observations can be highlighted. Among the two variables that have significant relationships
with BI, PBC exerts the strongest effect. The explanatory power of this new model is higher
than TRA, TAM, TPB, and Nysveen’s et al. (2005), but less than of DTPB.

Predicting attitude, PU, PE, PEX and PEOU using new model: Results (see annex)
indicate the three variables that are hypothesized to affect ATT all have significant influence
on BI: PU (B = 0.187, t = 2.574, p < 0.01), perceived enjoyment (B = 0.221, t = 3.038,
p <0.01), and PEOU (B =0.284, t =4.073, p < 0.01). Among these three variables, the effect
of PEOU is stronger than that of PU and perceived enjoyment. In addition, the three variables
explain 17.4% of attitude’s variance.

With regard to PU, the three variables perceived expressiveness (B = 0.192, t = 3.578,
p <0.01), SN (B=0.426, t = 7.549, p < 0.01), and PEOU (8 = 0.408, t = 7.085, p < 0.01) all
have significant influence on PU. These three variables explain 53.6% of the total variance of
PU. SN plays the strongest effect on PU followed by PU. This result contradicts most studies
(in particular TAM findings) With regard to perceived enjoyment (PE), the two hypothesized
variables: Perceived expressiveness (B = 0.510, t = 8.546, p < 0.01), and PEOU (88 = 0.318,
t=5.328, p < 0.01), have significant influence on PE. These variables explain 42% of the
total variance of PE. But results show the effect of perceived expressiveness is larger than that
of PEOU. Finally PBC affect positively PEOU (8 = 0.552, t = 8.599, p < 0.01) and explain
30% of the total variance of PEOU.

In summary, the best explanatory model is the decomposed TPB (R’=86.3%),
followed by the new proposed model (R*= 51.2%), TPB (R’=50.4%), Nyvseen model
(R’=34.7%), TAM (R’= 33.7%), and TRA (R>=27%).

Conclusion

This study compares the explanatory power of six competing IT acceptance models to
predict SMS intention to use in Kuwait. These models are: TRA, TPB, TAM, DTPB,
Nysveen’s et al., model, and a new model proposed by the authors. Major findings of the
paper are of three. First, results indicate that TRA, TAM, TPB, and DTPB are all valid in
predicting intention to use SMS. Second, the application of Nysveen et al. model is, however,
not valid in Kuwait. Third, DTPB model produces the highest explained variance, followed
by the model proposed by the authors in this paper, and followed by TPB model. TRA and
TAM show the least explained variance. Fourth, results indicate the absence of a surrogate
(i.e. variable that exerts the strongest effect on behavioral intention to use SMS) across the six
models. Indeed, results indicate that attitude exerts the strongest effect in TRA, DTPB,
Nysveen's et al. model, and the new proposed model; while PEOU exerts the strongest effect
in TAM, and PBC the strongest effect in TPB.

TRA application variation in the BI to use SMS is explained by these two variables.
Therefore TRA is still valid in the case of SMS.
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SIMPLICIAL-LATTICE MODEL AND METRIC-TOPOLOGICAL
CONSTRUCTIONS

G.G. Ryabov, V.A. Serov
Moscow State University, Moscow, Russia

In simulation computer systems for large scientific and technical projects a computing
core (set of numerical tools), environment of realization and simulation control are frequently
considered from positions general metrics-topological structure and immersing such structure
into real type of computer system which structure also has the specificity. Observable methods
convergence in such field is caused by using many fundamental notions and achievements of
combinatorial topology, differential geometry, geometry of numbers, theory of groups and
graph theory. The variant of through realization of such approach from mathematical models
up to the numerical results received on tool system is considered in the paper.

Introduction

Realization of discrete models for metric-topological approximations (first of all
Euclidean space) is connected with two main difficulties. Firstly one is mathematical
correctness of numerical interpretation for classical theoretical basis. Secondly it’s necessary to
get very large computing resources for receiving significant results.

The following goals were put at creation of described tool system:

1. Theoretical fundamentality of initial notions and methods [1-4].

2. Maximal usage of symmetries in the memory structure organization and
calculations.

3. Getting numerical results.

The number of models for simplicial and lattice structures is created on the basis of
two main sets: Z" - set of integer points (points with integer coordinates) and Vn-set of prime
edges-intervals (incidental to integer points and not having internal integer points). These
models make a basis of the tool system, allowing representing, storing, analyzing,
transforming and synthesizing objects as the simplicial complexes — polyhedrons, admitting
the control of topological invariants, and connecting with lattice structures for approximation
to the Euclidean metrics. The common diagram of positions in described questions can be
presented as:

Combinatorial topology Geometry of numbers Algebra
Simplicial complexes Lattices Ring of integers
Transformations in R" Transformations in Z" Linear transformations

Polyhedrization Lattice fan Unitary matrixes
= L = b= = L=
The processor of metric-topological constructions
The organization of memory The organization of calculations
Taking into account symmetries COMPUTER  Taking into account parallelism

Authors leaned on the results stated in works on the following subjects:
axiomatics of fininite topology [6], metric approximations on lattice and cellular
structures [11, 15], models of a global polyhedrization [10], discrete analogues of
homotopic transformations [9], synthesis and transformations of triangulation and mesh
structures [13].



1. Transforms unit cube on itself and construction of translated polyhedrization

Splitting of 3D unit cube into six pyramids (3D simplexes) equal volume is widely
used. The construction is induced by carrying out of six (collinear in pairs) diagonals in
parallel faces and a “big”diagonal ((0,0,0), (1,1,1)) (Fig. 1). Such construction can be
considered as result of six transforms (projecting) of a cube with a diagonal ((0,0,0), (1,1,1))
in space R’ on subspaces (planes) R? in which cube faces lay.

A general view of such transforms:

¢ =Aix + by, i=1,2,3; j=1,2; (projecting along X;),

A; - 1-diagonal square matrix with 0 on i-th position, bjj-zero vector, bj;-with one, distinct
from 0, an element 1 on i-th position. Images of a diagonal ((0,0,0), (1,1,1)) in faces and
“big” diagonal induce normal splitting of a cube on six 3D simplexes, twelve 2D
simplexes (triangles in faces), twelve 1D simplexes (edges of the cube) and eight 0D
simplexes (vertexes of the cube) at such projectings. The cube is a geometrical complex
[1] at such splitting. The simplexes of all dimensions do not contain internal integer
points, i.e. are prime simplexes.

Let's distribute the received splitting into all unit cubes in R’ with vertexes in the
integer points by parallel displacement. It’s possible to speak about an infinite geometrical
complex in R’ on prime simplexes. We can associate a set (complex) of simplexes with
each integer point common for the simplexes. Such complex is a simplicial star of a point
and polyhedron corresponds to it. The polyhedron is strictly convex [2] with 24 faces, 14
vertexes on bound and 36 edges in this example. As pairs triangular faces lay in one plane,
it’s possible to consider a parallelohedron (14 tops, 24 edges and 12 faces),
homeomorphic to rombododecahedron. The term cubododecahedron is used sometimes
(Fig. 1, b).

Translation of anyone such polyhedron on any integer vector completely coincides
with the same in our construction. Such polyhedrization R’ is translated, and
cubododecahedron itself is translated polyhedron.

Fig. 1. Construction of simplicial star (a) and translated polyhedron (b), congruented, not convex polyhedron (c)

Similar projections in subspaces (as hyperplanes of faces) of dimensions n-1, n-2, ... 2
with corresponding matrixes of transformations should be considered for n-dimensional unit
cube in R" with diagonal (1,1,...1). nD polyhedron has 2"-2 vertexes and 2(n!+(2"'-1)(n-1)!)
simplexes. Different types of polyhedrization are possible for R*: congruented (coincidence
by translation and rotation) (Fig. 2, c), pair-translated (polyhedrization by two types of
polyhedrons) and others [14]. Homotopic transformations [5, 14] are realized on the
simplicial complexes of polyhedrization.



2. Transforms Z" on itself and construction of lattice fan

Sets of vectors corresponding to nonreducible proper fractions are used widely in
models for Euclidean metric approximation in Z*. Enumeration and ordering of such
fractions are represented by Farey sequences - @ (k) ( k-order of sequence, all fractions in
sequence have a denominator less k and are ordered on increase) . 0/1 and 1/1 are correct
nonreducible fractions under definition [3]. The basic graph construction for each point in Z
consists of the vectors (as edges) corresponding @ (k) for {0,m/4} and symmetric images
around the point. It’s possible to approach the shortest paths between integer points (as
vertexes) to Euclidean length on such graphs with growing k [7, 12].

It is possible to consider the construction of such fan of prime vectors around (0,0) as
set of transforms Z* on the own subsets. We shall designate through Z*{@1,¢2} at @2 > ¢1.
@2, @1 < /2 set of the integer points in sector @, - @;. Then the vectors, corresponding to
fractions @ (k) (numerator - coordinate y, denominator - coordinate x) will break set
Z*{0,n/4} on N (k)-1 sectors, where N (k) - number of members in ®(k). Let be two
neighboring members in ®(k) are equal ay/b; and ai;i/biy; and @= arctan(ai/bi), @i1=
arctan(a;j;1/bi+1),
i=12,.N(k)-1. We shall consider transformation Z*{0,1/2} (with all 1-edges between the

integer points), represented by a matrix:
A = [bl bi+1 j
ai ai+1

It is not difficult to be convinced, that Zz{(Pi,(PH—]}: A; Zz{O,n/Z} and from the basic
property of next fractions ®(k) follows |aj+1bi - ajbi+|=1, that corresponds | |Aj |=1. As
elements of matrix A; are integers and determinant equals 1, it’s unitary matrix above a ring
of integers with all inherent group properties [4]. We shall note only the most essential
property: such transformation keeps the areas, i.e. each unit square from Z* transforms in a
parallelogram with vertexes - the integer points and the area equals 1. Thus, the set {A; Z

{0,m/2}} 1s set of lattices in sectors with the basic vectors corresponding to the neighboring
N(k)-1

fractions in ®(k), and covers Z*{0,m/4}: Z*{0,1/4} = U A;i Z*{0.1/2} .
i=1
Symmetric display (also linear transformation) concerning a line y=x delivers
construction in Z*{n/4,n/2}. Then three rotations of set { Z*{0,n/4} U Z*{m/4,n/2}} complete

construction of lattice fan around (0,0) (Fig. 2, a). Construction is translated in each point Z*.
It is possible to consider the formed graph as nonoriented. The shortest path between the
integer points is determined as graph edges with weight (Euclidean length). Analogue of
nondeductible fraction in a multidimensional case will be vector with components - integer
numbers, not having common divider more 1. It is possible to set the more general problem.
Let A is maximal relative inaccuracy between the shortest path in lattice fan and Euclidean
length for any pair of the integer points. It’s necessary to construct set of matrixes of analogue
transformations and to determine all basic vectors for such lattice fan by that. Such
constructions are realized by a method fan triangulation, analogue of nonreducible fractions
generation [8]. 3D basic vectors and faces between them, forming a triangulation under
A=0.01, are shown by projections to unit sphere (Fig. 2, b), and for 4D and A=0.1 projection -
first on 4D unit sphere, and then in 3D subspace, the triangulation is located inside a unit 3D
ball (Fig. 2, c).



Fig. 2. 2D lattice fan for ®(3) (a), sphere projecting of 3D lattice fan A=0.01 (b),
double projecting (4D unit sphere, 3D unit ball) of 4D lattice fan A=0.1 (¢)

3. Tool system

The system is written in C++ for windows platform. The following basic macro
operations are realized in system as the prototype of the topological processor:

1. System adjustment depending on sizes of general lattice and polyhedron type.

2. Generation lattice fan by given inaccuracy A.

3. Displays set of barrier - defects in simplicial-lattice model.

4. Running of a metric wave on set of lattice fans (vertexes weighting for search of the
shortest paths from a set — source) and construction of equidistant graph (set of achievable
vertexes with weights and edges on which the shortest paths are realized).

5. Compression and expansion of simplicial complexes without destruction of
topological invariants under given conditions.

6. Allocation triangular bounds in simplicial complex.

7. Displaying by OpenGL and VRML software tools.

The basic features for a desktop class:

1. The allowable sizes of lattices are up to 200x200x200. 2. Translated
constructions give possibility to store in memory the only copy of simplicial star
(polyhedron) and 1/48 (1/2°3!) part of the only lattice fan copy. 3. Due to tabulated
storage in operative memory of all possible (2'*=16K) situations on bound of
polyhedron, operation of the topological analysis is carried out for one step.
4. Visualization by means of OpenGL and VRML.

As a mini-example of a variational problem, we shall consider the following
statement. To construct triangular sphere as a removed on equal distance (in view of
detour of the set barrier) from the center (X, y, z) set under given A-relative inaccuracy
of difference from Euclidean metrics and provided that sphere has no of barrier
elements. At the given statement consistently all macro operations of the topological
processor 1-2-3-4-5-6-7 are carried out. For a lattice 50x50x50, the center (21,18,21)
and two barrier - parallelepipeds for the decision of a problem on PC (Intel Celeron 2,66
GHz, 512 MB RAM) was required on macro operations: 1-3 <0,01 s; 4-33s; 5-61s; 6-
29s; 7-1s. One of possible decisions is shown on (Fig. 3).

Tool system was applied effectively in 3d tomography segmentation and generation of
minimal surfaces.



Fig. 3. Triangular sphere (“apple”) is macro operations result of topological processor in lattice 50x50x50.
Centre is located between two right-angle barriers. A=0.01

Conclusion

Completed emulation of operations on desktop and universality of main models give
possibility ND realizations (N=4,5,6) in super computer.
System transfer on the super computer cluster of the Moscow State University is

planned with the purpose:
1. Opportunities of the 3D problems decision on lattices up to 2000x2000x2000

(2000%), 4D-300%, 5D-100°, 6D-50°.
2. Realizations of the parallelism potentially close to cellular automatic devices.
3. Connection of the 4D, 5D, 6D visualization block.
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FACE DETECTION ALGORITHMS FOR VIDEO-SURVEILLANCE SYSTEMS
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The paper describes some face detection algorithms for video-surveillance systems using
motion detection, skin color segmentation and neural network-based face detection. The motion
detection and segmentation using skin color label promising video-frame areas which may
contain faces. Then, the ensemble of retinally connected neural networks performs the
classification of the rest video-frame image windows using improved face search strategy across
scale and position. The proposed search strategy applies inverse image scale pyramid, adaptive
scanning step and window acceptance to decrease the number of windows which should be
processed by the classifier.

Introduction

Human face detection (FD) is a very important quick-developing research area which
has a wide range of applications, like face recognition, video-conference, content-based image
retrieval, video-surveillance, etc. FD is also a challenging task because of facial variability in
scale, location, orientation and pose. The earlier FD methods, based on human-coded rules or
facial features, difficulty handle cluttered scenes with complex background and detect a lot of
false positives [1]. Some facial features like a skin color may be used to select face candidate
regions which extremely reduces the search area [2]. Then these regions may be processed by
more complex and accurate classifier. Motion information from video flow may further
reduce the search space [1]. More recent FD methods show excellent results on benchmark
test sets with variable faces in uncontrolled environment. Sung and Poggio developed a
distribution-based approach for FD which was the first accurate appearance-based method [3].
Training examples are gathered from creation of virtual faces and bootstrapping, normalized
using masking, illumination gradient correction and histogram equalization, and grouped into
the face and non-face clusters. Multilayer neural network is applied to classify image
subwindows using the distances from an input pattern to each face and non-face cluster.

The first advanced neural network-based approach that reported results on a large and
difficult dataset was by Rowley et al. [4]. It becomes de-factor the standard for evaluation
with other upright frontal FD approaches. Their system incorporates face knowledge in a
retinally connected neural network, looking at windows of 20x20 pixels. In their single neural
network implementation, there are two copies of a hidden layer with 26 units, where 4 units
look at 10x10 pixel subregions, 16 look at 5x5 subregions, and 6 look at 20x5 pixels
overlapping horizontal stripes. The input window is pre-processed like in the Sung and
Poggio’s system [3]. The image is scanned with a moving 20x20 window at every possible
position and scale with a subsampling factor of 1.2. To reduce the number of false alarms,
they combine multiple neural networks with an arbitration strategy.

In this paper we propose some algorithms that may be applicable for video-
surveillance systems: the motion detection algorithm that uses sigma-delta filtration as well as
the skin color segmentation algorithm which uses image color balance enhancement, skin
detection in several colorspaces and morphological operations. Further neural network-based
FD process, adapted from [4], is performed using improved face search strategy across scale
and position which allow reducing the number of handled windows especially in the case of



large faces presence. Training set for neural network is formed in bootstrap manner not only
for non-faces but also for faces. This provides to draw a distinction between two classes more
precisely.

The rest of this paper is organized as follows: first, we describe face candidate
selection algorithms which are based on skin color and motion segmentation, in section 2 the
improved neural network-based method is described in details and in the last section the
conclusions and the future directions of our research are given.

1. Face Candidate Selection

1.1. Face candidate selection using motion detection

Motion detection (MD) is the process of areas estimation where motion is present at
the current frame of video sequence. To perform MD we use background modeling. Each
frame is compared with the current model to estimate motion areas and also is used for the
model update. We use the probabilistic model of background that presented in [5]. It bases on
so called sigma-delta filtration to estimate each parameter of the model. The model consists of
two estimations: estimation of the mean value in each point and estimation of the variation in
each point of the frame. These parameters are computed using next equations:

He (X)+1 - when f(X) >z, (X),

(1)
He (X) =1 when £ (X) < g, (X),

,Ut(x) :{

A(X) = F.(0) = 1, (X), )

V., (X)+1 whenA (x)*d >V, (X),

Vt(x):{

3)
V., (X)—1 whenA, (x)*d <V, (x),

where pt(x) and Vt(x) are estimations of mean value in point X and variation in this point
respectively, ft(x) is a value of point x in current frame and d is a threshold.

Parameter Vt(x) is sought to the value which is in d times bigger than difference At(x).
Thus, we can estimate foreground regions in points where the next inequality is valid:

A(X) >V (%) 4)

We use described method for areas of motion estimation (Fig. 1). We also perform
operations of dilatation and erosion with Euclidean and square kernels accordingly in order to
remove noise and extend areas. Good result is estimated only when a great movement is
observed in the scene. In the other case it means that a face position (if a face was detected
previously) is changed insignificantly. We add face regions detected at pervious frames to the
current areas of interest in order to correct these face positions at the current frame.

Fig. 1. The motion segmentation results: current frame (a), estimated areas of motion (b)
and masked frame with areas of interest (c)



1.2. Face candidate selection using skin color segmentation

The human skin has a characteristic color, allows fast processing of the input image
and is highly robust to geometric variations of the face pattern. In this work we use pixel
segmentation with explicitly defined skin region boundaries as it is simple, fast and exact
enough [2]. There are a few color spaces for segmentation tasks: RGB, nRGB, HSV, TSL,
HSI, YIQ, YCbCr and other. Our experiments show that the best segmentation is provided by
the combination of RGB and TSL colorspaces. The usage of the additional spaces (YCbCer,
YIQ) allow to reject some more backgrounds pixels, but the speed of segmentation block
executing will fall down. As result SC segmentation allows extremely reduce a face search
area and speedup the whole FD process in 5-20 times depending on input image (Fig. 2).

Fig. 2. Segmentation results of input image (a) using RGB (b), TSL (c),YCbCr (d),
YIQ (e) color spaces and the result of their combination (f)

Color balancing is performed before the segmentation to adjust color distribution. The
segmentation is followed by the morphological operations in order to improve an image
quality.

2. Improved Neural Network-Based Face Detection Method

2.1. Neural network training algorithm

The images for training set were collected from the Internet, scaled and cropped to the
size of 20x20 pixels. The training set was extended using virtual examples creation in 28
times by mirroring, rotating, scaling, translating and blurring each of the original face
samples. Unlike classical virtual examples creation procedure described in [3, 4] we translate
training face samples by 0.5 and 1 pixel vertically and horizontally purposely, to increase the
default window scanning step to 2 pixels and also used blurring operation to extend the
training set with cinema-like faces (in a video-flow faces are usually blurred from one frame
to another). The active training algorithm was used for the ensemble of retinally connected
neural networks [4] with a bootstrapping procedure extended on faces. The active training
algorithm consists of the following steps, adapted from [4]:

1. Create an initial training set by randomly selecting 500 face images from the whole
face set and generating 500 random non-face images. Apply the preprocessing steps to each of
these images.



2. Train a neural network to produce an output of 1 for the face examples and -1 for
the non-face examples. If mean square error is too large, find the training sample with the
biggest error and exclude it from the current training set. Go to step 2.

3. Run the system on the whole face set. Randomly collect 50 face images in which
the network incorrectly identifies non-faces as positive examples. If the number of collected
images smaller than 50, randomly select the deficient images from the whole face set.

4. Run the system on images which contain no faces. Randomly collect 50 subimages
in which the network incorrectly identifies faces as negative examples.

5. Apply the preprocessing steps to collected face and non-face images and add them
to the current training set. Go to step 2.

Such training algorithm provides the network with relatively small representative
training set since the network is collecting face and non-face examples itself.

2.2. Improved face search strategy across a position and scale

The classical face search strategy across position and scale (FSS) supposes the gradual
decrease of the input image with some scale coefficient and FD is performed by shifting a search
window over the input image with some moving step (usually it equals to 1). Then each of the
subimages is classified to face/non-face class using a classifier [3, 4]. We propose to improve the
FSS using inverse image scale pyramid, adaptive window scanning step and window acceptance.
These improvements allow decreasing the number of subimages processed by the classifier.

The image scale pyramid is constructed from the smallest image (usually equals to
scanning window size) to its original size (Fig. 3).

Fig. 3. The image scale pyramid

First, neural network-based classifier looks for large faces. When the face candidate
region has some number of position and scale detections this face can be accepted and its
image region can be eliminated from further processing (Fig. 4). This verification requires the
on-line registration of multiple detections during the detection process unlike the off-line
detection results processing used in [4].

The face is accepted
and the region is
rejected from further
processing

Fig. 4. Face window acceptance

The classifier avoids analyzing accepted face regions using adaptive window scanning
step when looking for smaller faces. The default value of adaptive step is 2 (along rows and
columns) and it changes in the following cases:



e face-like region (region with a deficient number of multiple detections) is found:
the step decreases to 1;

e face candidate is found: the step essentially increases one-time and then sets to its
default value;

e accepted region is found: the step essentially increases one-time.

The improved FSS allows accelerating FD process by diminishing of the scanning
subimages number in 4 and more times especially when input images contain large faces.

Conclusions and Future Works

This paper presents some face candidate selection algorithms and improved neural
network-based method for video- surveillance systems. Face candidate detection is performed
using the skin color and motion. The improved active training algorithm allows neural
network working with the relatively small representative training set. The proposed face
search strategy accelerates the face detection process in 4 and more times using the inverse
image scale pyramid, adaptive window scanning step, window acceptance, and is perfectly
suitable for input images with large faces.

Our future research will be focused on further speedup of the face search process by
construction of classifier’s cascade, like in [7], where some preliminary face candidate
selectors will be applied to the input image before the strong neural network-based classifier.
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EFFECT OF FIELD SAMPLES DISPLACEMENT
ON MULTI-FREQUENCY MICROWAVE IMAGING

V. Semenchik, V. Pahomov, S. Kurilo
Belarusian State University, Minsk, Belarus

The phenomenon of measured field samples displacement occurs under specific
conditions of microwave imaging field measurements. It results in true field measurement point
displacement from its expected position. The effect of the phenomenon on image reconstruction
is investigated. Image reconstruction algorithm modification compensating the displacement is
presented.

Introduction

Microwave imaging is a way of non-destructive object inner structure investigation
and visualizing of optically hidden objects. During microwave imaging experiment the object
or media under investigation is subjected to microwave radiation, field scattered by electric or
magnetic heterogeneities is measured. Field values obtained are processed by image recon-
struction algorithm to obtain object or media properties distribution image.

The first important step in microwave imaging is obtaining scattered field map. Both
configuration and accuracy of field measurements play significant role in further image re-
construction. Generally it’s desirable to know exact field values on closed surface around area
being investigated, but this is impossible in real conditions. Both measurement surface limita-
tion and inaccuracy of measurements affect reconstructed image quality.

Most microwave imaging techniques deal with field values measured in certain points.
In our experimental imaging system [1] field values are measured on rectangular plane; at that
transmitting antenna moves coupled with receiving one. The imaging system is designed to
use multiple frequencies of harmonic illuminating wave. This improves image reconstruction
quality, particularly increases imaging system radial resolution. The reconstruction algorithm
[2] assumes that field values obtained using different illuminating field frequencies are meas-
ured in exactly the same point.

Previous version of imaging system hardware based on backward-wave tubes was not
capable to rapidly switch illumination wave frequency. This resulted in multiple scans neces-
sity in order to carry out multi-frequency experiment. Recently we have improved our expe-
rimental imaging system by introducing Agilent HP 8722ET network analyzer [3]. The essen-
tial difference between previous imaging system and new one is multi-frequency data mea-
surement scheme. The new imaging system measures all multi-frequency data in one frame
scan. It increases measurement speed but results in field samples displacement phenomenon.

Field samples displacement occurs because imaging system caret is moving during
measurement frequency sweep performed by network analyzer. As a result the caret moves at
certain distance from true sample position when the highest frequency sample is measured at
the end of sweep. This results in measured field distribution distortion and will obviously
cause distortion in images reconstructed.

Our experiments show that highest frequency sample displacement can be as high as
60% of aperture sampling step, which is up to 15% of the wavelength. This displacement
causes significant phase error. This will eventually decrease multi-frequency image recon-
struction quality, because multi-frequency reconstruction algorithm is very sensitive to phase
information.



1. Samples Displacement Effect Analysis

Scanning scheme should be taken into consideration in order to evaluate samples dis-
placement effect. The experimental imaging system performs scanning in zigzag path, i.e. odd
lines are scanned in forward direction while others are in even. This is shown in Fig. 1.

Transmitting . .. .. . _——— Scanning path

antenna Tttt ottt M s Receiving

antenna

..... N Aperture

Fig. 1. Scanning path of the experimental imaging system

The first step in image reconstruction algorithm is Fourier transform of measured field
data. That’s why we have chosen to compensate samples displacement in frequency domain.
Given p(xrn , yn) is complex field value measured at (Xm, yn) aperture point described by n-th
line and m-th column (m=1..N, n=1..N) for certain frequency. First we assume that samples
displacement phenomenon is absent. The discrete Fourier transform of field distribution can
be represented as

P(@ )= F [P (%0 v0) ] = P [ P [P (s V) ] = Bl [ P (@) |
Pu (@) = Fose [ P(X: ¥ ]

where F2, [ ] stands for two-dimensional discrete Fourier transform and F.
n—n’

(M

[] and

m—m’

F!..[ ] stand for one-dimensional discrete Fourier transform along x and y coordinates re-

spectively, w,, and @], are spatial frequency values.
Let’s assume that n-th line samples are displaced by the same A, quantity along the

line. The field spectrum calculated will be:

PA(Q):],,G):,) m—>m |:pA Xmﬂyn :I m—>m I:p Xin +An’yn)]

=L [l [P + Ay, ] = Fla [ P2 ()]

This equation can be rewritten taking care of displacement theorem [4]. The theorem
is usually formulated for continuous signal, but it’s easy to obtain the following expression for
sampled signal spectrum (consider one-dimensional transform):

2)

P (@p ) = exp(ia, - o}, )i[exp( iA, - MA®-k)p, (0} ~MAw: k)] 3)

where Aw is frequency domain sampling step.
When ignoring aliasing effects (assuming k=0) the displacement theorem is similar to
one for continuous signal. Using it we arrive to
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It’s seen that field spectrum columns for displaced samples case is one-dimensional
Fourier transform of the following product:

p2 (e )=expliia, )L [p(x. ¥, )= explior A, Jp, (@1 ). 5)

According to convolution theorem, n’-th spectrum column can be represented as con-
volution of n’-th “true” (i.e. with no samples displacement) spectrum column and the follow-
ing quantity:

B (@) )= Fio| exp(iofa,) |- (6)

For our scanning scheme A, =A, -(—1)n . After performing calculations the following

expression can be obtained:
cos(a);,AO) whenn'=0

Pi(n)=F., [exp(la) Ay (- l)n)}z isin(a);,AO) when n’='%. (7)

0 otherwise

Spectrum distorted due to samples displacement phenomenon consists of two additive
components — first is original (non-distorted) spectrum multiplied by cos(a)nﬁ,AO) factor, and

second is a copy of original spectrum displaced by half of sampling frequency along @’ axis
and multiplied by isin(wnﬁ,Ao) factor.

First spectrum component corresponds to reconstructed image convolved to function
whose spectrum is cos(wnﬁ,Ao) according to convolution theorem. It’s easily seen that such

convolution will result in image “smearing” along OX axis by 2s, quantity. With s, larger
than half of spatial sampling step, the distortion can increase up to “splitting” image into two
ones. Moreover, it’s obvious that image magnitude will decrease with displacement increase.

Second spectrum component results in noise-like component in image reconstructed.
The effect of the component on the reconstructed image is hard to analyze. Our numerical
experiments have shown that the component results in vertical side-lobes on the image recon-
structed.

Numerical simulations show that image distortion due to samples displacement is sig-
nificant for our setup working conditions, and therefore a kind of displacement compensation
is needed.

2. Reconstruction Algorithm Modification

Reconstruction algorithm modification needed to compensate samples displacement is
obvious according to stated above. It affects only first step of the algorithm, which is Fourier
transform calculation of measured field values.

The Fourier transform calculation should be performed in three steps. First is one-
dimensional Fourier transform of each line of source field distribution. Second one is each
line calculated multiplication by inverse quantity exp(— ia):],An) in order to compensate sam-

ples displacement in frequency domain. Third step is performing one-dimensional Fourier



transform for each column of distribution obtained in second step. The rest of reconstruction
algorithm remains the same. Its details are described in [2].

Note that we can calculate inverse Fourier transform immediately after third step of
algorithm described above. In this case field map without samples displacement will be ob-
tained. This effect can be used to compensate similar phenomenon in other imaging applica-
tions, e.g. video frames de-interlacing.

3. Experimental investigations

An approach proposed was tested against experimental data. The sample object image
reconstruction has been carried out. Field values obtained during experiment were treated
twice. Firstly ordinary reconstruction algorithm was applied, i.e. no samples displacement was
taken into account. Then modified algorithm was applied.

Field values were measured in the following conditions. The object investigated was
small metallic circle of 5mm in diameter; the distance to the object was 7cm. The aperture
size was 32-by-32 points situated at 1-by-1 cm rectangular grid nodes. Eleven equally spaced
frequencies in 8.5 GHz to 13.5 GHz range were used for illumination.

It was assumed that time interval between different frequencies measurements during
the sweep is equal. Imaging system caret moves uniformly. Thus, field samples displacement
for different frequencies linearly depends on frequency index. The displacement is maximal
for highest frequency because network analyzer sweeps from lowest frequencies to highest.
This is worst case because phase error due to samples displacement is even higher at highest
frequency.

Background of the object was measured as part of experiment. Field measurements
were performed under the same conditions but without the object itself. These values were
subtracted from corresponding values obtained when the object was present. This compen-
sated both antennas coupling and background reflections.

The algorithm described in chapter 2 was used to calculate Fourier transform of field
data. The transform algorithm as well as rest of image reconstruction algorithm was imple-
mented in MATLAB [5] environment.

It could be noticed that similar samples displacement compensation effect could be
achieved using interpolation techniques. But interpolation methods typically are much more
computationally complex. We tried to use MATLAB interpolation algorithm (‘griddata’
function with ‘v4’ interpolation method) to compensate samples displacement and have ob-
tained similar final results as with algorithm proposed, but computational time of the algo-
rithm have increased in more than 100 times. Opposed to this, our algorithm practically does
not increase image reconstruction computational complexity.

Results of image reconstruction are presented in Fig. 2. Data are represented as one-
dimensional slice graphs of reconstructed object function. Slices are put through samples nearest to
true object position. Slice along X-axis (horizontal one) is shown in Fig. 2, a and slice along Y-axis
(vertical one) is shown on Fig. 2, b. Data for both regular and modified algorithm are plot at the
same figures. Thick solid line shows slice of image reconstructed with algorithm proposed, while
thin line with squares shows slice of image reconstructed with regular algorithm.

It’s clearly seen that samples displacement phenomenon results in reconstructed image dis-
tortion. Note that distortion occurs along vertical axis while field samples are displaced along hori-
zontal axis. Roughly this can be explained with the fact that horizontal samples displacement along
causes field spectrum distortion along vertical axis as described above. Also the figures show that
image distortion disappears almost completely when samples displacement is compensated using
algorithm proposed.
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Fig. 2. Dot object image slices:
a) horizontal slice (X-axis); b) vertical slice (Y-axis)

Conclusion

Replacing high-frequency part of out experimental imaging system by introducing HP
8722ET network analyzer increases much imaging system performance and applicability.
Particularly scanning time for multi-frequency case has been reduced significantly.

But specifics of multi-frequency measurements using network analyzer in addition to
peculiarities of scanning subsystem results in samples displacement phenomenon. This leads
to reconstructed image distortion when ignored. Our experiments show that distortion occurs
along axis opposite to one which displacement occurs along.

We’ve modified regular reconstruction algorithm in order to compensate samples dis-
placement. The essence of modification is that samples displacement is compensated in fre-
quency domain using displacement theorem. The modification almost does not increase re-
construction algorithm computational complexity.

The effectiveness of modified algorithm was tested on experimental data. The distor-
tion of image reconstructed caused by samples displacement disappears almost completely
when applying modified algorithm.
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REGULARIZATION IN IMAGE RECOGNITION:
THE PRINCIPLE OF DECISION RULE SMOOTHING
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A technique of training regularization in image recognition is considered. The main idea
underlying this investigation consists in overcoming the small sample size problem by adding
an subsidiary a priori information on interrelation among the image elements.

Introduction

It is typical for data analysis problems that several features measured at an object
are not independent of each other. Image and signal recognition are glowing examples of
this kind of data analysis problems.

First, in this kind of problems, the number of features is essentially greater than the
number of objects in a training set of typical size. Second, the specificity of feature registration
usually implies their linear x = (x,,t =1,...,T), or spatial x =(x,,t=1...,T,s=1,...,S) ordering.
Third, the hypothesis that the features are “smooth” along the order axes is suitable in many
cases, i.e., close values are typical for closely related features (X, X.;) OF (Xg, Xy ¢5)- AS

for signal analysis, smoothly ordered features are usually the result of measuring the same
physical value along an axis with a sufficiently small step. In the case of images, smoothness
of features implies minor difference between brightness values at adjacent elements of the
pixel grid.

The large number of features leads to the small sample problem well known in
data analysis — a decision rule which exactly separates the objects of the training set has
poor extrapolation properties. Two ways of solving this problem may be distinguished,
namely, reduction of the feature space dimensionality, usually, by feature selection [1],
and imposing constraints on the class of decision rules as a means of training
regularization [2]. In this paper, we keep to the latter approach. To improve the
prediction power of a pattern recognition algorithm, we suggest to take into account the
known specificity of the respective kind of objects, namely, the ordering of features and
their smoothness.

In many algorithms, the result of training is the vector of coefficients of a
discriminant hyperplane immediately in the linear space of features or in a secondary
linearized space. The idea of regularization we propose in this paper is utilization of the
fact that any coefficient of the discriminant hyperplane is associated with some feature.
If the positions of two features in the structure of an object (immediately successive
values of a signal or adjacent pixels of an image) are close to each other, the
corresponding coefficients of the discriminant hyperplane must also not be too different.
Thereby, among the entire set of decision rules correctly fitting the trainer’s data, we
choose only the subset that satisfies some a priori constraint.

In paper [3], this regularization principle is applied to the signal recognition
problem in terms of the popular support vector algorithm (SVM). In this paper, we
evolve this technique as applied to images.



1. The idealized image recognition problem

The problem of face verification is a typical two-class images recognition problem.
Some examples of normalized and scaled face images are shown in Fig. 1.
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Fig. 1
The gray level values of the elements of the pixel grid serve as the features of an
image: X=(X;t=1,...,T,5=1..,S)eR", n=TS. Even if we deal with relatively small
images, the dimension of the resulting feature space is so huge that no training set can exceed
it in size. For instance, if if T =60 and S =40, the feature space dimension will be
n=2400.

If we apply the principle of linear decision rule, it will be mathematically expressed as a
2400-dimensional direction vector which is, actually, an image:

a=(a;t=1..T,s=1..,5)eR", a'x+b= Z:zlz;atsxm +b{

A pictorial representation of the optimal discriminant hyperplane, to be strict, its
direction vector, computed by Vapnik’s SVM principle [4] for the above ten images (Fig. 1)
Is shown in Fig. 2.

>0 — class ],
<0 —class 2.

(1)

Fig. 2

The coefficients of the discriminant hyperplane shown in Fig. 2 are not sufficiently
smooth. At the same time, as we believe, it is just ignoring minor individual details of the
training-set images what essentially contributes to good prediction properties of a recognition
technique. A face image basically consists of quite large areas of forehead, eyes, cheeks, nose,
and too excessive attention to inessential details (birthmarks, wrinkles, face expression) does
not improve the prediction.

2. The mathematical principle of smoothness-based training regularization

Let {(x;,0;) j=L.,N}, X;=(%,t=1..T,s=1..,S), g;€{l -1} be a
training set from a universe containing two classes of images. The most popular SVM
criterion of finding the optimal discriminant hyperplane a =(a;t=1,..,T,5s=1...,S) e R"

(1) for two subsets set of objects whose convex hulls do not intersect lead to the well known
quadratic programming problem in the feature space [4]:
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It is convenient to solve this problem in the dual form with respect to the nonnegative
Lagrange multipliers (kj, j=1,...,N) at the inequality constraint associated with the objects

of training set:

N 1N T S
;kj_igg(gjgkggth'jxtsvijjxk_) max;

3
N .
2. .9%;=0,0<2;<C/2, j=1..,N.

The direction vector of the optimal discriminant hyperplane a (discriminant image) is the
linear combination of the support training-set feature vectors (support images)

a, =Zj,x_>ogjijtsyj with coefficients g;A; produced by non-zero Lagrange multipliers
|

A; >0. The discriminant image completely specifies the recognition rule applicable to any

new image (1).

In this work, our aim is to modify the standard SVM criterion with the purpose to
incorporate the available a priori information on the sought discriminant image, namely, the
assumption that its mutually adjacent elements must not differ significantly from each other.

To formalize the notion of “close” elements of the pixel grid, we consider the
Euclidian distance between pair of pixels in the discrete image plane

dts’t,s,—ﬁ/ (t—t")*+(s—s)*>0, and introduce, on its basis, a nonnegative proximity function
Py s = 0. The form of this function is rather arbitrary and is to be tried experimentally.

Some examples of proximity functions which define nonzero proximity only for adjacent
elements are shown in Fig. 3.
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Fig. 3

We define the regularized training criterion as including an additional penalty upon
the difference between spatially close coefficients of the discriminant image (discriminant
hyperplane) in the following form:
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Here B = (bts,t,s,) is the matrix (TS xTS) responsible for the smoothness of the discriminant

image
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and the parameter y>0 sets the regularization degree. The dual optimization problem
corresponding to (4) will have the form

T S T S
333 00333 ks oo
=1 k=1 t=1 s=1 t'=l s'=1

5)
> gk =0, 0<2,<C/2, j=1...N,

where F=(1+yB) "= ( fts‘t,s,) is the dual regularization matrix (TS xTS).

3. Experimental study

For the experimental study, we used a data set from the well known collection BiolD
Face DB (http://www.humanscan.de). For the two-class recognition problem considered in
this paper, we chose images of two person. Some examples of these images are shown in
Fig. 1. The data base contains 236 face images of the selected two persons. We conducted 100
experiments, in each of which 10 images were randomly chosen as the training set, 5 images
of the first and the second person. The remaining 226 images we used for testing. The

averaged result is presented in Table.
Table

Usual SVM training — smoothness coefficient y = 0

An example of the optimal

LT . Average error rate in the test sets: 8,7%
discriminant hyperplane:

Regularized SVM training — smoothness coefficient y =10

An example of the optimal

L ) Average error rate in the test sets: 5,7%
discriminant hyperplane:




Of special interest is the choice of the regularization parameter y>0. It is seen from
(2) that the regularized training criterion turns into the standard one if y =0. We studied the

dependence of the error rate in test set and the leave-one-out error in the training set from the
values of y. The results are shown in Fig. 4. It is seen that positive penalty values lead to

improving the extrapolation properties.
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Fig. 4
Conclusion

A new method of overcoming the small-sample problem in image recognition is
proposed. The idea of the method is incorporating a penalty on the non-smoothness of
decision rule coefficients into the standard SVM training criterion. Experiments with face
images has shown that the proposed modification essentially improves the prediction power
of the SVM recognition rule.

This work is supported by the Russian Foundation for Basic Research, Grants 05-01-
00679, 06-01-08042, 06-01-00412, 06-07-89249, and INTAS Grant 04-77-7347.
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A combination of the standard B-Mode transducer with a spatial localizer realizes a 3D
ultrasound (US) system and provides new opportunities in diagnostics and treatment. This
paper describes a calibration method for freehand US systems Calibration techniques usually
include manual or semi-automatic steps that imply experienced user assistance. The proposed
method is designed to make it easier for inexperienced users to perform calibration in
automatic mode and to know that they have got a reliable result.

Introduction

Ultrasound imaging techniques has become very popular in various clinical
applications. In order to provide the physicians with a 3D real-time visualization of the
internal anatomy, individual 2D US images must be assembled into 3D volumes and then the
position of surgical tools are related with respect to the reconstructed US volume. Using US
as a guidance modality for surgical procedures would require tracking the imaging probe with
a spatial localizer (tracking device). A fixed transformation between the US beam and the
tracking device needs to be determined, so that arbitrary image pixels can be referenced in a
global frame. Obtaining this fixed transformation is referred to as ultrasound calibration.

According to the currently known calibration methods, an object of known
geometrical properties (phantom) is scanned by the US probe and then the unknown
transformation that maximizes the similarity between the US images and the actual phantom
Is computed.

1. Mathematical Formulation

To perform calibration and reconstruction, four coordinate systems are involved.

In these notations P is a coordinate system of the cropped B-scan plane with coordinate
origin at the top left hand corner of the image. The y-axis is in the beam direction, x-axis in the
lateral direction, and z-axis is in the elevation direction, out of the plane of the B-scan. R is the
coordinate system of the position sensor receiver, T is the coordinate system of transmitter, and C
Is the coordinate system of reconstruction volume (phantom coordinates).

During reconstruction, each pixel in the B-scan has to be located with respect to the
reconstruction volume C by means of the transformation between different coordinate
systems. First, each pixel scan plane location is transformed to the coordinate system of the
receiver R, then to the transmitter T and finally to the reconstruction volume C.

A notation T, is used for the transformation matrix from coordinate system A to B.

The final transformation can be expressed as the multiplication of homogeneous
transformation matrices:

Xc :TCT 'TTR'TRP'XP, (1)



where X=(x,y,z,1)" Xp=(sxu,sv,0,1)", s, and s, are scale factors with units of mm/pixel, u

and v are column and row indices of the pixel in the cropped image.

A transformation between two coordinate systems has six degrees of freedom: three
rotations and three translations. Each of the transformation matrices plays a different role in
reconstruction. T, is derived directly from the position sensor readings. T.; is included

largely as a matter of convenience. T, must be determined by calibration. The scale factors
s, and s, could be derived from the axis markings on the B-scan. Once X has been found

for every pixel, the voxels of C can be set according to the intensities of the pixels they
intersect.

1.1. Phantom design

Geometrical models of phantoms proposed in the literature are different. The cross-
wire and three-wire [1, 2] phantoms require long time of acquisition and are hard to automate,
while the single wall as in Cambridge phantom which is automatic repeatable method or
Hopkins phantom are expansive and time-consuming in creation [3].

In our approach a wired pin-box phantom is used. In general this allows to conduct all
calibration procedure from one B-scan and to develop entirely automatic and quick calibration
algorithm.

2. Materials and Methods

2.1. Phantom

We propose to use a kind of wired phantom called pin-box. The pin-box phantom
consists of a 100x100x95 mm box with 30 copper wires of 0.3 mm diameter, which is showed
in Fig. 1. The wires are stretched along the box and fastened in the front and back faces of the
cube regularly located in 5x6 way. Then the whole construction is filled with warm water at
room temperature. To obtain a scan image for calibration we put the probe in a certain
location. For this purpose the box contains two parallel wires fastened in the side faces of the
box and used as markers to specify the scan plane.

2.2. Image acquisition

Images are acquired using a 5-8 MHz transducer with a linear array of 128 piezo
elements. Four light reflective markers of a special geometry are mounted on the US probe
(Fig. 2). B-Mode scans are synchronized with an optical tracking device (Polaris, NDI) and
stored on a hard disk in BMP format. The transformation matrix taken from the spatial
localizer is stored in ASCII file under similar name as the corresponding US scan.

Fig. 1. The pin-box phantom Fig. 2. The US Transducer with four markers



During the scanning process operator moves the probe in order to match the scan
beam with two marker wires fastened in the side faces and thus the scan plane as well. Image
is captured in this position.

2.3. Feature extraction

After the image acquisition step, the scan is processed and the phantom features are
extracted. The whole procedure of image processing is conducted in the automatic.

In order to find the centers of the wires in the scan we use principal-components
analysis. At the preliminary step the input image is filtered from noise using thresholding. The
value of the threshold is calculated from the image histogram. Then area opening with a large
threshold value is applied to distinguish the images of two guiding wires that should be
located horizontally in the US scan. Thus we get a set of connected components that
correspond to these wires. The centers of masses (uCi ,vci) are calculated for each element of

the set and used to obtain the covariance matrix. This matrix is calculated from the whole set
of connected components derived in this step:

2y :ﬁi Z(Xj —X, XXJ‘ —X )T ! (2)

i=1 xjelg

where X, :(uci ,vci) - center of masses of i-th connected component, X; = (uj,vj) - pixel
coordinates, I, - set of pixels in the i-th connected component, N - connected components

number in the image, M - pixel number in all connected components.

Next we apply area opening with a small threshold value to clear the image from noise
and keep blobs (connected components) that are supposed to be the phantom wires. Note that
we do not consider connected components that were included into the first set in the previous
step. As we got a new set of blobs the centers of masses (uci vai) of the components are

calculated and the covariance matrix X', is obtained according to formula (2) for the blob set.
Covariance matrices X', , 2, are used to find axes of inertia of the corresponding set of
connected components. Let 4, > A, be eigenvalues of matrix X, and w,,w,, € R* are the
corresponding eigenvectors. According to the principal-components analysis the axes of
inertia are formed by covariance matrix eigenvectors.
Consider the second blob set, its covariance matrix2, and the corresponding

eigenvectors. To recognize the supposed wire's centers in the scan the coordinate origin for
each blob is considered at the center of masses (Uc, Ve, ) In that case it is assumed that the

wire's center lies at the intersection point of the inertia axis corresponding to the maximal
eigenvalue and the upper border of the blob.

Before the next step US scan should be rotated to make the images of guiding wires
located horizontally in the scan and thus to make wire's centers placed along vertical and

horizontal lines according to the structure of the phantom. For this purpose covariance matrix
T

%', isused and matrix R = (V/” T} is applied to the whole scan as a rotation matrix (Fig. 3).
Vi

Then true and false wire observations have to be separated. A method used is based on the fact

that for each true observationx; at least several pointsx; exist such that constraint

Ax=x—X; <a,i= | issatisfied. A probabilistic approach is developed to find this threshold value « .



Thereafter remained true observations are grouped into classes corresponding to a
certain line along which true wire centers should be concentrated. Starting from the top of the
scan we put any two observations x; and x; into different classes if Ax=x,—x; >y,
y = ;/(d), where d is a distance between neighboring columns of wires in the real phantom
and y is a control parameter. These steps are both conducted for x and y coordinates of the
objects in the image.

Fig. 3. US scan processing procedure: a) initial US scan; b) filtered US scan using threshholding;
¢) US scan after rotation matrix R has been applied

Recall that according to a phantom structure the wire centers in each raw and column
should lie on appropriate horizontal or vertical line. Based on observations in each class we
use a linear regression model to find the lines along which the assumed wires are located:

Y=X0+¢, (3)

where an unknown parameter vector & defines a specific line, X is a matrix of x coordinates
of observations, Y is a vector of y coordinates and ¢ is a measurement error. To estimate
vector @ the least-squares minimization technique is applied:

0=(X"X)"XY. @)

Intersections of the regression lines are used then to clear the sample from false
observations: for each intersection only the closest observation is remained. Afterwards linear
regression is computed again. This approach is especially useful if some wires have not been
recognized at the previous steps. In this case missed wire's centers will be placed at the
intersections of the regression lines (Fig. 4).

Fig. 4. A processed US scan: a) initial US scan; b) processed scan, recognized wire's centers
are marked with white



2.4. Optimization routine

Recall that the calibration transformation has translation, rotation and scaling
components. We force the two scaling factors to be equal and compute them separately from
the translation and rotation.

Since there is no exact solution of the calibration problem, the minimum residual error
Is used to solve the overdetermined system of equations. There are two approaches, the
iterative and the closed-form methods. In both approaches, T, and T,; are given by the

tracking device and T, is an unknown calibration matrix. The following method is used in
the report:

TT??].TC_'I} Xe =TepXp oY = -l-T_Rl-I-c_T1 Xes
oo =argmin{|Y T X, " ©)

3. Results

In our experiments the calibration matrix has been calculated from several different
US scans of the pin-box phantom. To verify the matrix two point objects were used. We
compared their known spatial coordinates with the reconstructed from a set of validating
scans. Standard deviation and RMS calibration error were used as a measure of accuracy.
Results are shown in Table.

Table
Validation of calibration matrix
real estimated standard root mean squared real estimated | distance
coordinates, | coordinates, | deviation in N errorin N distance, | distance, | std, mm
mm mm experiments, mm | experiments, mm mm mm
. [78.7182, [78.9076, [0.3071, 0.7778,
Objle"t 335768, | 33.9645, 0.6253] (1h1:2£)
0.0109] 0.3852] (n=12) 56.4 564989 | 0.4183
object [22.3137, [22.4121, [0.1963, 0.3450, 0.9807 t0.1 ' '
5 33.8744, 33.4133, 0.0887] ('n _5)
0.0112] 0.6744] (n=5)

Discussion and Conclusion

Experiments have shown that accuracy of calibration strongly depends on the
precision of measurements of real phantom parameters. Minor errors in measurements could
lead to different results and different calibration accuracy even if the same approach and the
same phantom were used. Therefore the more precise initial data results in more accurate
calibration matrix and reconstruction. The advantages of the proposed method are relative
simplicity of implementation, quickness and possibility to conduct the whole procedure just
from one B-scan.
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OBSERVATION PURPOSEFUL PROJECTION TO THE CLASS NUMBER
DIMENTION SPACE WITH INTERCLASS DISTANCES INVARIANCE

E. Serikova
Belarusian State University, Minsk, Belarus

The problem of reducing the dimensionality in multivariate statistical classification is
considered. New transformation of the initial feature space to the space with dimension equals to
class number is obtained by purposeful projection method. Proposed transformation does not
change the Mahalanobis interclass distances.

Introduction: mathematical model

Let random observation X =(X,,..,X,) € R" from L>2 classes {Q,,..,Q } be

registered in the feature space R" . Introduce the notation: d° € S ={1,...,L} is an unknown
random index of the class, to which the observation x belongs:

P{d° =i}=7>0,ieS (m+..+7 =1), (1)

where {7Z'i }iES are prior class probabilities [1,2]. Under fixed d° =i (ieS) the observation

x € R is described by the conditional probability density function:

p.(x)>0, xeR": _[RN p,(x)dx=1,ieS.

Classes {Q, |, are completely determined by introduced characteristics {z;, p; (")}, s -
The statistical classification problem [1, 2] consists in construction of decision rule
(DR) d =d(x) e S for classifying a random observation x € R" . This DR is the estimation of
true class number d° € S the observation x belongs.
However, often in practice the initial feature space is redundant. It means that its

dimension N is too large [1, 2] and new sample Y ={y,,..., y,} must be constructed from
sample X:y=f(X)=(y;,,Y-) € RY', N" <N, so as classification 6=E(y)e S remains
acceptable.

In the theory of statistical classification the set of linear transformations of the initial
feature space R" is offered:

*

y=Ax: R" >R"Y, N"<N, )
where A is the (N~ x N)-matrix of transformation obtained from extremum conditions for

various classes separability criteria. These criteria are usually formulated using dispersion
matrixes inside and between classes [1, 2]. However, the main disadvantage of known
criteria is absence of direct connection with the risk value (probability of error classification

r=r(d(-)) =P{d(x) #d°}), the main efficiency criterion in statistical classification.
Using the method of purposeful projection [1], we shall offer new "compressing"
transformation of kind (2) which set as the purpose to transform initial feature space R" to the

space R™ with dimension equals to class number L (N" =L), and directly connected with
probability of error classification through interclass distances.  Because of such



transformation make sense, when dimension of initial feature space is not less, than class
number L, everywhere further we assume, that N > L.

In this paper the well-known Fisher model [1, 2] of multivariate normal (Gaussian)
distribution mixture is investigated:

p,()=n, (x| 4,5), xeR", ieS, 3)

where ny (x| #;,%) is N -variate Gaussian probability density function with mathematical
mean vector u =E{x|d° =i} (so called “centre” [1, 2] of the class Q;) and covariance
(N x N)-matrix T =E{(x—z,)(x—)'|d° =i} (det(X)= 0), common for all classes.

1. Purposeful projection of observation to the class number dimension feature space

We shall carry out transition from the initial feature space R" to the space with
dimension equals to class numberL. Let y=(y,,...,y,) be the "compressed" observation

obtained from X =(X,,..., Xy )" using (2):

y=Ax: R"Y >R", (4)

each of which is the decision of a corresponding extreme problem (i €S ):

a; =argmax J(a; s, 1), ©)

aeRM

@, 1) = (@' (- @) (@) @' — ), =Y. mp; .
ieS
In (5) N -vector z is so-called "general center" of classes in initial feature space:
u=E{G and J(a; 4, 1) is the Mahalanobis distances square [1, 2] from "center” of i-th

class to "general center" of classes after linear transformation a'x of observation x e R™. It

is considered, that under fixed d° =i, under the conditions of Fisher model (1), (3) initial
observation x has normal distribution with mathematical mean vector p; and covariance
matrix X, and linear transformation keeps normal distribution [3], changing only its
parameters on a'x; and a’EZa accordingly.

The sense of transformations (4), (5) consists in the following. The "compressed”
observation

y= (y11"'1 yL)' = (alrx""’ aLX),

consists of features y, =a/x, i €S, each of which is a maximum of Mahalanobis distance in
the transformed feature space from "center" of a corresponding class to "general center" of
classes on the class of linear transformations a'’x, ae R".

Theorem 1. Under the conditions of Fisher model (1), (3) the solution of i-th (ieS)
extreme problem (5) is the vector:



a, =7 (- 1), - 1), — ). (6)

Corollary 1. Under the conditions of Fisher model (1), (3) transformation (4), (6) of
initial feature space to the space with dimension equals to class number does not change
Mahalanobis distances from " general center " to "centers" of classes.

2. Investigation of Mahalanobis interclass distances in the transformed feature space and
risk value

According to the theorem 1 matrix A of transformation (4) can be presented in the
following form:

A= (diag{A,,..,A })'C= V2, @)

where A, :\/(,ui —;7)'2‘1(#i 1) =+I@& u, 1), ieS is the Mahalanobis distance from
i-th "center" of classes to "general center" in the initial feature space R, (Lx N)-matrix

¢ = (i~ B)(EV2) eRY, ieS. (®)

Under the conditions of Fisher model (1), (3) observation y e R" received according to

linear transformation (4), (7) has the following conditional mathematical mean vector
("center" of classes in the transformed feature space) and covariance matrix:

ur =E{y|d° =i}= Ay, = (diag{A,,...A PC= %, i€S; (9)
U =E{(y - 4" )y - ") |d° =i}= ASA’ = (diag{A, .., A }) CC'(diag{A,,...A D).

As before observation yeR" is described by Fisher model with another parameters
{4 }is and =°.

For the Mahalanobis distance between classes Q;and Q; in initial space R" the
following representation is true:

WAy = — )2 (- ) = Jle —¢,)(c, —¢) i # jeS. (10)

Taking into account (8), (9) we can calculate the Mahalanobis distance between
classes Q;and Q; in the transformed space with dimension equals to class number L

(i=)esS):

Ay =t =1 EY - ub) =\ —¢))cec) e —¢)) . (1)

For existence of inverse (LxL)-matrix CC'it is necessary that the rank (Lx N)-
matrix C (N >L)wasequalto L: rank CC'=rank C=L.

Let us apply known inequality to the rank of matrixes product to matrixC = M (2 ™'?)",



rank M + rank (Z2)’ = N < rank C < min{rank M, rank (Z*?)}.

It is followed from result above that rank C =rank M =rank M', because of
rank (%) =N, rank M < L.
Finally, for existence of inverse (L x L )-matrix CC' it is enough that

rank (g, —p:...ip, — ) =L. (12)

Theorem 2. If the condition (12) is satisfied, the Mahalanobis distance (11) in the

transformed according to (4), (6) feature space R- (L < N) coincides with the corresponding
distance (10) in the initial feature space:

LAGi=nA 1#jesS.

Let r, =P{d,' (x) = d°} be the well-known Bayesian decision rule (BDR) [1, 2] in
the initial feature space:
dN(x)=argmax{z,n, (x| ,%)}, xeR",
ieS

and ryfo = P{d, (y) # d°} be BDR in the transformed according to (4), (6) feature space:

de(y)=argmax{z,n _(y|# =)}, yeR".
ieS
The risk value of BDR in the transformed feature space can increase only:
Ary =r; —r) >0, and the increment of risk ArS is describing efficiency of such

X,0 —

transformation. The small Ar- means effective transformation.

According to result from [4] for risks rx”“o, ryfo the following estimations are true:
A, In(x Irx Ay In(r In
rX’TIOSZﬂ-iZ(D _ N = xij _ ( i J) ’ ryLYOSZﬂ'iZCD _ L = yij _ ( i ]) ’ (13)
ieS  jeS 2 N Axij ieS  jeS 2 L Ayij

J#i J#i

and in the case of two classes (L=2) in (13) exact equality is true, where ®(:) - is the

standard Gaussian distribution function: ®(z) :%J‘Z exp(— o’ /2)da), zeR.
7Z. —00

Theorem 3. Under the conditions of Fisher model (1), (3), if the condition (12) is
satisfied the transformation (4), (6) of initial feature space with dimension N to the space
with dimension equals to number of classes L < N, in the case of two classes (L =2) does
not increase probability of error classification:

ryl_’0 _ rx,?lo :ﬂlq{_ NAa In(”l/ﬁz)]+”2®[_ N A n In(”llﬂz)].
2 N A 2 N A

In the case of class number L > 2 for risk r,;, the following estimation is true:



Mo SZmZQ(— Néxu - In(, /ﬂj)}.

ieS jeS N Axij
J#i

3. General view of transformation to the class number dimension space with interclass
distances invariance and its connection with linear discriminant functions

We shall notice, that calculation of interclass distances (10), (11) in the initial and
transformed feature spaces and the proof of the theorem 2 do not depend on a kind of matrix

diag{A,,...,A } and vector of classes "general center" ﬁzzies 7; ;. This fact allows to

present general view of transformation to the space with dimension equals to class number
which does not change interclass distances.
Theorem 4. Under the conditions of Fisher model (1), (3) linear transformation

y=y()=()is: R">R":
Vi =8 (1 — 1,)' 27X +0;, 1€S,

does not change the Mahalanobis interclass distances, if

rank (s, — poieeipy — po) =L,

where 1, e R", {s, e R, s; # 0},.s, {0; € R},.; are certain values.

BDR for Fisher model (1), (3) in the initial feature space can be presented in the form
[1, 2]

d N (x)=argmax{z,n, (x| & ,Z)}=argmax{s (x)}, xe R",
ieS ieS

where functions

0;(X) = ,ui’ZlX—%,ui'Zl,ui +Inz,,ieS,

are linear discriminant functions [1, 2].
Corollary 2. Under the conditions of Fisher model (1), (3) transformation

Y=Yy Y1) = (6 (%), 6 (X)) €RY, xeRY,

does not change the Mahalanobis interclass distances, if

Conclusion

New transformation of the initial feature space to the space with dimension equals to
class number is obtained by purposeful projection method. Proposed transformation does not
change the Mahalanobis interclass distances.

Experimental validation was performed on actual data of oncological disease. The

dimension of initial feature space was equal to twelve (N =12). It was necessary to define
missing of disease or presence of one of three cancer stages (number of classes L =4) for



new incoming observations by carry out discriminant analysis of training sample
X ={X;,..., X, } with size n=140.

Risk estimation from (13) in the transformed according to (4), (6) feature space with
dimension N™ =L =4 was equal to 0.0152 and was coincides with estimation of risk in the
initial feature space.

The practical application of proposed method allows to appreciably reduce the
dimension of initial feature space, while retaining high classification quality.
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FINGERPRINT MATCHING BASED ON SINGULAR POINT EXTRACTION

A. Shafranskaya
United Institute of Informatics Problems, National Academy of Science of Belarus;
Faculty of Applied Mathematics and Computer Science, Belarus State University,
Minsk, Belarus

The paper considers fingerprint segmentation and matching algorithm. The proposed
matching algorithm based on the extraction of the core point uses a bank of Gabor filters to
capture both local and global features of the fingerprint in a compact fixed length
characteristic vector. Calculation of FEuclidian distance between two corresponding
characteristic vectors constitutes matching process.

Introduction

It is desirable to obtain representations for fingerprints, which are scale, translation,
and rotation invariant. Scale invariance is not a significant problem since most fingerprint
images could be scaled as per the dpi specification of sensors. Rotation and translation
invariance could be accomplished by establishing a reference frame based on the intrinsic
fingerprint characteristics, which are rotation and translation invariant [1, 2].

We use the core point as a reference point of the fingerprint. The five main steps in our
algorithm are the following:

1. Fingerprint segmentation. We extract the informative part from the original
fingerprint image.

2. Reference point extraction and region of interest tessellation.

3. Filtering the region of interest in 8 different directions using a bank of Gabor
filters.

4. Feature vector calculation based on estimation of average absolute deviation of
pixel intensity from the mean in each sector of the ROI.

5. Calculation of Euclidian distance between two corresponding feature vectors.

Fingerprint segmentation

Up to a half of the original fingerprint image contains useless information, i.e.
background of the image. In order to speed-up matching process and to improve its quality we
apply a fingerprint segmentation stage (Fig. 1).

Fingerprint itself can be considered as a sequence of black and white lines (ridges and
valleys), having a high deviation of pixel intensity. Image background is formed by gray
pixels that have practically identical intensity values. Therefore using grayscale information
of the part of the image one can determine whether this part belongs to foreground or
background.

Segmentation stage has the following steps:

1. Divide input image into non-overlapping blocks of size w*w.

2. For each block (i,j) compute deviation of intensity level from the mean value
dev bl(i,j). If dev bl(i,j)<inten threshold then block (i,j) is assigned to background and filled
in with zero value, otherwise it is assigned to foreground and remains unchanged.



original image resulting image

Fig. 1. Example of fingerprint segmentation

The size of the block w is determined according to the average inter-ridge distance;
each block should contain 3-5 ridges. If w is too small some parts of fingerprint are removed,
whereas if w is too large not all background is removed.

Reference point extraction

Core point is a point of the highest curvature in the concave ridge flow, to find it we
need to estimate a vector field of the image as follows:
1. Divide image into non-overlapping blocks of size w*w.

2. Compute partial derivatives ¢, (i,j) and 0, (i,j) at each pixel.

3. Estimate vector value in each block centered at pixel (i,j) using the following
equations:

i+wl2  j+wl2

viii= 3 3 20.k1)0,(k1).

k=i-wl21=j-w
i+wl2  j+wl2

ve= 3 S @D o (kD).

k=i-wl21=j-w

. v, (i)
0(1,]):1/2arctg( 4)(("’]')].

Then the core point can be found as follows:

1. Estimate the vector field O as described above using a window size w*w.
2. Smooth it in a local neighborhood and obtain O".

3. Evaluate the sine component of O:

&(i, j) =sin(0'(, j))-
4. For each pixel (i,j) in & estimate value:
A(i j) =2 e(i, )+ (i, j).
R, Ry
The geometry of regions R, and R, is designed to capture the maximum curvature in
concave ridges (Fig. 2, here pixels are shown as colored squares).

LINAT
(ij)
Fig. 2. Regions for integrating & pixel intensities for 4(i,j)




5. Find the maximum value in 4 and assign its coordinate to the reference point.
For more accuracy we apply this procedure several times using windows of different
size. In our experiments, we used three iterations with w=12, 6, 4 pixels respectively (Fig. 3).

Fig. 3. Example of core point extraction

The region of interest (Fig. 4) is defined as a collection of all sectors S;, where each
sector is computed as follows:

S ={(x.y)| 6T+ <r <b(T+2), 6<60<0,, 1<x<N, 1<y<M]},

where,
T, =[i/k],
6,=@G modk)=*2xlk),
=G5 2 4 (-5, )
H:arctg((y—yp)/(x—xp)),

b is the width of each band, % is the number of sectors in each band, and i=0,1,..., B(k-1),
where B is the number of concentric bands around the reference point (x,,v,).

Fig. 4. ROI tessellated into sectors
Filtering

To remove the effect of sensor noise and gray level deformation due to finger pressure
differences we apply normalization of the region of interest before filtering with an even
symmetric Gabor filter:

12 12

G(x,y:f,0)=expq—1/2| “—+2_ |Lcos (27 f&'),
o, O,
x'=xsin@+ ycosa,
y'=xc0s@—ysiné,




here f'is the frequency of the sinusoidal plane wave along the direction 8 from the x-axis, and
o, and o, are the space constants of the Gaussian envelope along x and y axes, respectively.

We have used eight different values for & (0, 22.5, 45, 67.5, 90, 112.5, 135, 157.5)
with respect to the x-axis. The normalized region of interest in a fingerprint image is
convolved with each of these eight filters to produce a set of eight filtered images (Fig. 5). To
speed up the filtering process, we convolve pixels only with those values in the filter mask
whose absolute value is greater than 0.05.

Fig. 5. Filtered sequence

Feature vector

In each sector of each filtered image we define the feature value as the average
absolute deviation from the mean:

V=2 SIF, (xr)-P, |,
n. ]

where Fig(x,y) is the 6-direction filtered image for sector S;, n; is the number of pixels in S;
and Py is the mean value of pixel intensity in Fio(x,y) for S;.

The sequence of feature values calculated in each sector in eight different directions
0el0, 22.5, 45, 67.5, 90, 112.5, 135, 157.5} defines a feature vector.

Matching

Fingerprint matching is based on finding the Euclidean distance between the
corresponding feature vectors [3, 4]. The translation invariance in feature vector is established
by the reference point extraction. The approximate rotation invariance is achieved by cyclic
rotation of the feature vector.

Conclusion and Experimental Results

Fingerprints of 100 different people are stored in our database, eight different images
for each finger of the person. To evaluate a biometric identification system, there are a couple
of criteria. The FAR (False Accepted Rate) is a statistical measure of the number of impostors
to be accepted by a biometric system. The FRR (False Rejected Rate) is a statistical measure
of the likelihood of genuine users being rejected by a system. A picture presented in Fig. 6
depicts FAR and FRR dependence on the threshold distance value. Here the optimal threshold
for distance value is approximately 16000.
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Fig. 6. FAR and FRR
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ON ROBUSTNESS OF MULTIVARIATE BAYESIAN FORECASTING
UNDER DISTORTIONS OF PRIORS IN THE WEIGHTED C-METRIC

P. Shlyk, A. Kharin
Belarusian State University, Minsk, Belarus

The robustness of the multivariate Bayesian forecasting model under the weighted
C-metric distortions of priors is investigated. The explicit form for the guaranteed upper risk is
obtained. The results of the comparative analysis of the guaranteed upper risk and the upper
risk functionals are given.

Introduction

The Bayesian approach is widely applied to both forecasting and classification
problem solving [1]. The Bayesian technique allows improving the quality of the models by
incorporating a priori knowledge, which is often available. Using prior information is
especially effective in case of a small size sample. This has implications in a wide variety of
information processing areas: from the social sciences, medical sciences, financial markets
and commerce to computer science and bioinformatics. As in practice prior information is
potentially imperfect, robustness analysis [2] of the model is necessary in order to make
proper inference under distortions of hypothetical models.

1. Forecasting Model

T

Suppose that the vector of observations x = (x, )t:1

on @ with the hypothetical conditional probability density function (p.d.f.) p°(x|6), where

e X < R™ stochastically depends

6 ®cR" is the unobserved vector of model parameters with the hypothetical p.d.f. z°(8).
The problem is to forecast the vector y eY < R" that stochastically depends on x and & with
the hypothetical conditional p.d.f. g°(y|x,9).

Let us analyze robustness of the model in case of the following distortions. Suppose
that the parameters vector & is distributed according to an unknown p.d.f. ;ﬁ(e)e IT, where
IT is a set of admissible distorted p.d.f.s of @, defined using the weighted C-metric:

=1, 06 e} 11, =(): ol 2 ()7 ()= ®
0 ﬂo(ﬁ)—ﬂg(ﬁ
Py )= sup | ) )(,g+ >

2. Guaranteed Upper Risk Functional

The performance of a prediction statistics (p.s.) f(-): X —Y can be characterized by

the risk functional
r(f()s2())= ] p*(F (), y)s* (x, y)axay, 2)

where p(--) is a distance function in R"; s*(-) is the joint p.d.f. of xand y:



5°(x,y)= [ 9°(yx.0)p°(Xo)z* ()6

The functional r() is the guaranteed upper risk functional if

r.(f ()= sup r(f()s*()), 3)

s?(-)eS

where S is a set of admissible densities s°(-). The functional r, () is an upper risk functional

if
r(tOs" ()= rf()) vs()es. @

IS r_-robust with respect to the upper risk functional r() if

+

). The p.s. f.() is robust if it minimizes the guaranteed upper risk

The ps. () i
r(£°0)=infr,(1

functional; r(f )= nfr( ().

(-
Denote E
r

The functional

o} as the mathematical expectation calculated for the hypothetical model.
+(-) is the hypothetical risk functional:

n(f()=E J.J.J.p (x),y)s°(x, yj@)d@dydx; (5)

XYO

so(x, y|6?)= g°(y|x,9)p°(x|0), xeX,yeY,0e0.
Denote the p.s. f,(-) as the Bayesian p.s. [3]: f,(x)= Eo{y|x}. It was proved [4] that in case of
distortions (1) the functional
r()=@+e)n() (6)

is the upper risk functional and the Bayesian p.s. f,(-) is r, -robust with respect to r_(-).
Let us introduce the following notation:

”s X, y|9 x),y)dydx, 0 €©; (7)
0,={0co:r(f()0)>2},z¢eR,, z mll’l{ZER j;r dé’_%}

where 1, (u), u €U is the indicator function of aset V c U .

Theorem. Let the hypothetical priors be distorted according to (1), where the
distortion level ¢, €[01], and a distorted p.d.f. z°(-)eIT may have only first-order
discontinuities. Then forap.s. f(-): X =Y, r,(f(-))<co the functional

L(fO)=n(f()+e [u(f(ro)@)do~ | rl(f(-);ﬁ)ﬂ()(@)d@] ®)

9, 0\0,,
is the guaranteed upper risk functional, and it is reached at the distorted p.d.f.

7 (0)=l+ 2.l (0)-10, (0))) 7°(0). 0 c©. )
Proof. Denote 67(6)=7°(0)-z°(@), 8 € ®. From (1) it follows that

o7(0) < e,7°(6). 60, (10)



Taking into account (2), (5), (7), the problem of finding the guaranteed upper risk is
equivalent to the following optimization problem:

[a(r(popmoro > max

—e°(8)< 57(6) < e7°(0), 6 € ©; (11)
[or(6)do=o.

Find a solution of the problem (11) for the fixeds € [0,s, ]. Denote ®, = {6 € ®:57(6)>0}.
Consider the solution of (11) in the form o7(0)= g(1®+ (0)- 1o, (0))z°(8). 1t follows

that j;r"(e)de :% from the last constraint in (11). Hence, we infer that the problem criterion
®+

IS maximized at ®, =@, . Taking into account the hypothetical risk definition (5) and its

finiteness in the theorem conditions, we maximize the problem criterion by < |0,¢,] and
obtain the theorem results (8), (9). e

The theorem allows finding the maximum possible increment of the forecast risk
under the concerned distortions of the hypothetical forecasting model. It is rather difficult to
minimize the functional (8) by f() as classical optimization methods are not applicable to
this problem.

Corollary 1. Under the conditions of the theorem the difference between the upper
risk (6) and the guaranteed upper risk (8) functionals is

n(FO)-r(f()=2s [r(t()o)r°(6)d6.
0\0,,
Corollary 2. Under the conditions of the theorem the following inequalities hold:

r(f(O)-r(f)<ez <2 n,(f(). (12)
Conclusion

The upper bounds (12) allow drawing a conclusion about “closeness” of r, -robustness

and robustness properties under the concerned model of distortions. Hence, taking into account
r. -robustness of the Bayesian p.s. [4], we can presume its “closeness” to the robust p.s.

The robustness of the Bayesian p.s. was investigated by Monte-Carlo simulation in
case of two-dimensional AR(1) model under distortions of parameters distribution, defined
using the weighted C-metric. Simulation results match the theoretical inferences.
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DENOISING OF MAGNETIC RESONANCE IMAGING IMAGES
USING CURVELET TRANSFORM

R. Sivakumar
Sri Krishna College of Engineering and Technology
Kuniamuthur, Coimbatore, Tamilnadu, India

A special member of the emerging family of multiscale geometric transforms is the
curvelet transform which was developed in the last few years in an attempt to overcome
inherent limitations of traditional multistage representations such as wavelets. The Magnetic
Resonance Imaging images were denoised using both wavelet and curvelet transform and
results are presented in this paper. It has been found that the cuvelet transform outperforms the
wavelet transform in terms of signal noise ratio.

Introduction

Medical images are generally of low contrast and they often have a complex type of
noise due to various acquisition, transmission, storage and display devices and also because of
application of different types of quantization, reconstruction and enhancement algorithms. All
medical images contain visual noise. The presence of noise gives an image a mottled, grainy,
textured or snowy appearance. Image noise comes from a variety of sources. No imaging
method is free of noise, but noise is much more prevalent in certain types of imaging
procedures than in others. Nuclear images are generally the noisiest. Noise is also significant
in Magnetic Resonance Imaging (MRI), Computer Tomograph (CT) and ultrasound imaging.
Although noise gives an image a generally undesirable appearance, the most significant factor
is that noise can cover and reduce the visibility of certain features within the image. The loss
of visibility is especially significant for low-contrast objects.

Over the last decade there has been abundant interest in wavelet methods for noise
removal in signals and images. The basic steps include very simple ideas like thresholding of
the orthogonal wavelet coefficients of the noisy data, followed by reconstruction. Later
substantial improvements in perceptual quality were obtained by translation invariant methods
based on thresholding of an undecimated wavelet transform. Recently, tree-based wavelet de-
noising methods were developed in the context of image de-noising, which exploit the tree
structure of wavelet coefficients and the so-called parent-child correlations that are present in
wavelet coefficients of images with edges. Subsequently many investigators have
experimented with variations on the basic schemes, modifications of thresholding functions,
level-dependent thresholding, block thresholding, adaptive choice of threshold, Bayesian
conditional expectation nonlinearities and so on [1-2].

A special member of the emerging family of multiscale geometric transforms is the
curvelet transform which was developed in the last few years in an attempt to overcome
inherent limitations of traditional multistage representations such as wavelets. The curvelet
transform, like the wavelet transform, is a multiscale transform, with frame elements indexed
by scale and location parameters. The transform was designed to represent edges and other
singularities along curves much more efficiently than traditional transforms, i.e. using many
fewer coefficients for a given accuracy of reconstruction. Thus, in order to represent an edge
to squared error; 1/N requires 1/N wavelets and only about 1/AN curvelets [3-7].

This paper presents the image de-noising on different MRI using both wavelet transform
and curvelet transform. The performances of both the transforms are compared in terms of
Peak Signal to Noise Ratio (PSNR) and the results are presented.



Materials and Method

50 MRI images of brain, vertebrae, fetus, ankle and chest images were denoised using
curvelet and wavelet transforms. Various types of noises like the Random noise, Gaussian
noise, Salt, Pepper and speckle noise were added to these images.

e A Noise factor of 30 is used for random noise.

e In case of Gaussian white noise, the mean is 0 and variance is 0.01.
e The noise density used in case of salt and pepper noise is 0.05.

e A multiplicative noise factor of 0.04 is used in case of speckle noise.

Wrapping function [8] with a decomposition level of 8 was used for denoising the
images using curvelet transform. Hard thresholding is applied to the coefficients after
decomposition. For the coarse scale elements a value of 3*sigma is used and in case of fine
scale elements a value of 4*sigma is applied and coefficients which exceed the specified level
of thresholding were discarded and the remaining coefficients were used to reconstruct the
image using the inverse wrapping function [8].

In case of wavelet transform, Symmlet 8 wavelet available in Wavelab with the
decomposition level of 8 was used for denoising. The thresholding values were calculated
using the functions available in Wavelab and denoising of the medical images were
performed.

The PSNR of the images denoised is compared using wavelet and curvelet transform
for each type of noise mentioned above. Then the mean and standard deviation of each noise
was calculated.

Results and Discussion

Fifty MRI scan images of the Brain, Vertebrae, Foetus,Ankle and Chest have been
used for denoising. Random noise, Gaussian White noise, Salt & Pepper noise and Speckle
noise have been added to these MRI scan images and they have been denoised using both the
Curvelet transform and the Wavelet transform and the corresponding results were obtained.
The PSNR values for the Curvelet denoised and Wavelet denoised images have been
calculated. The Brain image containing the above specified four noises have been denoised
using these two transforms and the outputs along with the PSNR values have been shown in
Fig. 1-4.

In Fig. 1 and 2, we find that the Curvelet denoised image has a high PSNR value
compared to the Wavelet denoised image. In these two figures the curves and edges are
recovered more perfectly in case of the Curvelet whereas it appears blurred in the Wavelet
denoised image. The Curvelet denoising of images containing Salt & Pepper noise shows a
lesser PSNR value compared to the Wavelet denoised image. In this case, though the curves
and edges are reconstructed well the noise is not removed completely. The difference in
PSNR between the medical images denoised using both the transforms is significant for all
noises except the Salt & Pepper noise.

From the analysis done we have found that denoising using the Curvelet transform
recovers the original image from the noisy one using lesser coefficients than denoising using
the Wavelet transform. The Wrapping based Curvelet transform technique was found to be
conceptually simpler, faster and far less redundant than the existing techniques. This
technique was found to be invertible with the rapid inversion algorithm of the same
complexity.



In all cases it was found that the Curvelet transform outperforms the Wavelet
transform in terms of PSNR and the Curvelet denoised images appear visually more pleasant
than the Wavelet denoised images. The Curvelet transform provides high PSNR values and
can remove the Random and Gaussian white noises from medical images very efficiently than
the Wavelet transform. The Curvelet transform does not effectively remove the Salt & Pepper
noise and Speckle noise from the medical images, and so Curvelet transform is not suited for
removal of these two noises though it recovers the curves and edges perfectly.
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Fig. 1. Denoising of an MRI scan image (Brain) with Random noise
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Fig. 2. Denoising of an MRI scan image (Brain) Gaussian noise
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Fig. 3. Denoising of an MRI scan image (Brain) with Salt & Pepper noise
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Fig. 4. Denoising of an MRI scan image (Brain) with Speckle noise



References

1. Fodor I.K., Kamath C. Denoising through Wavelet Shrinkage: An Empirical Study,
SPIE Journal on Electronic Imaging, vol. 12, no 1, 2003, pp. 151-160.

2. Malfait M., Roose D. Wavelet-based image denoising using a Markov random field
a priorimodel, IEEE Transactions on Image Processing, vol. 6, no 4, 1997, pp. 549-565.

3. Starck J.L., Candes E., Donoho D.L. The Curvelet Transform for Image
Denoising", IEEE Transactions on Image Processing, vol. 1, no 6, 2002, pp. 670-684.

4. Starck J.L., Candes E., Murtagh F., Donoho D.L. Gray and Color Image Contrast
Enhancement by the Curvelet Transform, IEEE Transaction on Image Processing, vol. 12,
no 6, 2003, pp. 706-717.

5.Starck J.L., Candés E.J., Donoho D.L. The Curvelet Transform for Image
Denoising, IEEE Transactions on Image Processing, vol. 11, no 6, 2002, pp. 670-684.

6. Candes E.J., Demanet L., Donoho D.L., Lexing Y. Fast Discrete Curvelet
Transforms, 2005, www.curvelet.org/papers/FDCT.pdf.

7. Donoho D.L., Duncan M.R. Digital Curvelet Transform Strategy, Implementation
and Experiments, 1999, www.curvelet.org/papers/DCvT99.pdf.

8. Candes E.J., Demanet L., Donoho D.L., Lexing Y., www.curvelet.org.



CONTEXT-DRIVEN OPERATIONAL DECISION MAKING IN
HUMANITARIAN LOGISTICS: METHODOLOGY AND CASE STUDY

A. Smirnov, A. Kashevnik, T. Levashova, N. Shilov
St. Petersburg Institute for Informatics and Automation of the Russian
Academy of Sciences, St. Petersburg, Russia

The paper presents a methodology for building decision support systems in the area of
humanitarian logistics. The methodology is based on three level knowledge representation:
application domain knowledge described via an application ontology, problem model and
current situation model described via abstract and operational contexts respectively. The
methodology has been implemented in a prototype. Usage of the prototype for a disaster relief
and evacuation as one of the basic humanitarian logistics scenarios is presented.

Introduction

User-centric decision support is of high importance for disaster relief & evacuation
operations where multiple participants have to collaborate in the most efficient way and the
coalition is often unstable (participants may leave and come on a continuous basis). The
quality of decision making depends upon the quality of information at hand. Problems with
information (outdated, incomplete, unreliable, etc.) are a major constraint in decision making.
The practice shows that one of the most difficult steps in responding for such situations is
providing for the right relief supplies to the people in need at the right time. At the same time
delivering of too much supplies or wrong supplies means losing time and money [1].
Therefore, humanitarian logistics standing for processes and systems involved in mobilizing
people, resources, skills and knowledge to help vulnerable people affected by natural
disasters and complex emergencies, is central for disaster relief [2].

Logistics systems play an important role in humanitarian operations. An intelligent
decision support based on the technology of knowledge management may significantly
enhance the logistics system abilities (e.g., reduce costs and times of delivery of the supplies)
[3]. The paper describes an approach to information fusion based on context management to
support decision making for humanitarian logistics operations. Based on the information
provided by different sources various subtasks of the humanitarian logistics problem are
solved. For example, GIS provides information for creation of efficient routing plans (as one
of the major logistics tasks in disaster relief and evacuation operations) under given
constraints and preferences. The paper describes application of the approach to a case study
from the area of disaster relief and evacuation (in the case study a fire and a car accident are
considered as possible disasters). The approach is implemented as a prototype of a role-based
decision support system (DSS) based on the concept of open services in a distributed
environment.

1. Context-Driven Methodology

The methodology presented proposes integration of environmental information and
domain knowledge in a context of current situation. It is done through linkage of
representation of this knowledge with semantic models of information sources providing
information about the environment. The methodology (Fig. 1) considers context as a problem
model based on the knowledge extracted from the application domain and formalized within
an application ontology by a set of constraints. The set of constraints, additionally to the
constraints describing domain knowledge, includes information about the environment and



various preferences (user defined constraints) of the user concerning the problem solving.
Humanitarian logistics as a coalition operation assumes different user roles. The methodology
takes into account different user roles as different levels of user responsibility. The problem is
modelled by two types of contexts: abstract and operational. Abstract context is an ontology-
based model integrating information and knowledge relevant to the problem. Operational
context is an instantiation of the abstract context with data provided by the information

sources.

Application Ontology Problem Model Operational
(Abstract Context) Context
<
o ° ﬁ % .
] —— _— ——  Decision

Problem Current Situation

~ Application
Domain

Fig. 1. Context-driven decision support

The methodology proposes a two-level framework (Fig. 2) of context-driven
information integration for operational decision making. The first level addresses activities
over a pre-starting procedure of the decision support system (DSS) as creation of semantic
models for DSS’ components; accumulating domain knowledge; linking domain knowledge
with the information sources; creation of an application ontology describing a macro-
situation; indexing a set of available e-documents against the application ontology. This level
Is supported, if required, by the subject experts, knowledge and ontology engineers.

Level 1 Level 2
Context management Context
|« Ontology management ) k---- 9903)3'@1”3 satisfaction__ _ 4 management
Information I Relevant Current
source information source information
& V2 o
—> User 12 '3 ]
] '3 P [z}
'3 HY )
Kol '8 ic >
] H Y
y ' i
Request Relevant\ | Y99 Apstract L,| Operational V Problem Capture of
~/|gnowledge context | | context solving decisions
Request problem | Application |\ Ve S
definition ontology Knowledge-based Instantiated Set of problem
problem model problem model solutions
Ontology
library
R SGRCEEEEEE Co o e .
Profiling

Fig. 2. Conceptual framework of ontology-driven information integration for operational decision making



The second level focuses on decision making supported by DSS. This level addresses
request recognition; abstract context creation; operational context producing; identification of
relevant e-documents; generation of a set of problem solutions; and making a decision by the
user. Both levels of the framework require maintenance of user profile.

A detailed description of the approach can be found in [4, 5].

2. Case Study

In the presented case study the application ontology is considered to exist [6]. In the
implemented case study three user roles are considered: dispatcher, decision maker and
medical / firefighting brigade leader (brigade leader). The dispatcher submits a request to
generate an abstract context. The decision maker is working with the generated abstract
context. User preference revealing is not shown.

At the first stage the dispatcher enters a request about a disaster (in the case study a
fire and a car accident are considered as possible disasters). He / she chooses the situation
type, enters its location, potential number of victims and additional description. These
parameters identify the abstract context and set constraints on some of the variables. The
abstract context based on this request is built and saved in the context archive. An appropriate
task is created for the decision maker.

When the decision maker logs in into the system he / she can see current tasks and
their statuses. When an unsolved task is activated the abstract context is filled with
information from the sources thus an operational context is built. The information includes:
(1) road network of the region provided by a GIS, (ii) current weather conditions provided by
a weather service, (iii) available medical and firefighting brigades, (iv) their locations
provided by the brigades themselves (e.g., using GPS), as well as (v) hospitals and their
current capacities. Based on this information the following calculations are preformed:
(i) calculation of the number of required firefighting brigades, (ii) availability of roads (some
of them can be flooded in case of rain), and (iii) limitations on usage of helicopters (e.g., in
case of a strong wind). These calculations are a part of the fusion process. At this stage some
of the solutions that are not feasible are eliminated (e.g., solutions with helicopters are
eliminated in case of strong wind).

The current situation is presented to the decision maker (Fig. 3). He / she can add
additional constraints (e.g., optimization by time) and launch the solution generation. At this
stage the following calculations are performed: (i) search for the shortest route for each
brigade, (i) search for the shortest routes to hospitals, (iii) creation of the evacuation schedule
meeting the requirements set by the decision maker. This is the second part of the knowledge
fusion process when feasible solutions are generated based on information from different
sources and available problem-solving methods (e.g., shortest route calculation).

The solutions are presented to the decision maker (an example solution is shown in
Fig. 4). Based on the final decision the system forms tasks for the brigades. Brigade leaders
can either accept or decline the tasks. In the latter case the task is considered to be unresolved
and is passed to the decision maker for making another decision.

The approach has been implemented as a prototype. The prototype has a distributed
architecture and is based on usage of Web-services for communication and information exchange
between its components. The interfaces are Web-based what enables using Web browsers (from
PCs, PDA or mobile phones) for working with the system. Fragments of the screenshots of the
prototype can be seen in Fig. 3 and Fig. 4. The presented in the figures scenario has the following
dimensions: 9 victims, 8 medical brigades, 8 firefighting brigades and 4 hospitals. The generation of
feasible solutions (including collecting of necessary information) takes about 10 seconds.
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Fig. 3. Current situation presented to the decision maker
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Fig. 4. Solution presented to the decision maker




Conclusion

The paper describes an approach to information fusion based on usage of ontologies
and contexts for knowledge representation. The problem is described via an application
ontology, which is built as a result of fusion of structural (from domain ontologies) and
problem solving (from task & methods ontologies) knowledge. Application of contexts makes
it possible to reduce the problem domain in accordance with the task being considered, user
role and current situation. Due to usage of the notation of object-oriented constraint networks,
fusion of parametric knowledge / information from different sources is achieved by applying
constraint satisfaction and propagation technologies implemented in various solver engines. It
is also shown that GIS is one of the key information sources in the area of humanitarian
logistics. Application of the developed approach is illustrated via a case study of disaster
relief and evacuation.

Acknowledgements

The paper is due to the research carried out as a part of CRDF partner project
# RUM2-1554-ST-05, projects funded by grants # 05-01-00151 and # 06-07-89242 of the
Russian Foundation for Basic Research, as well as projects # 16.2.35 of the research program
"Mathematical Modelling and Intelligent Systems”, #1.9 of the research program
“Fundamental Basics of Information Technologies and Computer Systems” of the Russian
Academy of Sciences.

References

1. Humanitarian Logistics: Getting the Right Relief to the Right People at the Right
Time, Fact Sheets, Fritz Institute, 2005. Awvailable at: http://www.fritzinstitute.org/
[fact_sheets/f_s-hls.html. Accessed May, 2005.

2. ScottP., Rogova G. Crisis management in a Data Fusion Synthetic Task
Environment. In: Proceedings of the 7" Conference on Multisource Information Fusion
(Fusion 2004), 2004.

3. Pechoucek M., Rehak M., Rollo M., Sislak D., Tozicka J. Solving Coordination
Inaccessibility in Coalition Operations. In: Knowledge Systems for Coalition Operations
(Pechoucek M., Tate A, eds.), 2004, pp. 99-114.

4. Smirnov A., Pashkin M., Levashova T., Chilov N. Fusion-Based Knowledge
Logistics for Intelligent Decision Support in Network-Centric Environment. International
Journal of General Systems, December 2005, vol. 34, no 6, pp. 673-690.

5. Smirnov A., Pashkin M., Chilov N., Levashova T. Constraint-driven methodology for
context-based decision support. Journal of Decision Systems, 2005, vol. 14, no 3, pp. 279-301.

6. Smirnov A., Levashova T., Shilov N. Context-Driven Decision Support for
Megadisaster Relief. Journal of Emergency Management, vol. 4-5, September/October, 2006,
pp. 51-56.



MODEL OF ORGANIZATIONAL STRUCTURE OF LOGISTICS SYSTEM
THAT USES B2B INTERNET SOLUTION

V.F. Strelchonok?, I. Osobskaya®
'Baltic International Academy, Riga, Latvia;
2SIA “BAGUA”, Riga, Latvia,
irina.osobskaya@bagua.lv

Effective using of logistic resources is impossible without dynamical management of
information flows about collaboration between market subjects and goods movements [1].
Core of dynamical flow management in terms of virtual logistic center is optimization of
collaboration using Internet technologies without interruptions, collisions and in time (JIT)
with logistics costs minimization [2].

Without having dynamical flow management in virtual logistic center realization of
this concept becomes useless, as information flows will not reflect actual situation.

Theory of waiting systems (TWS) allows to made analytical estimations and
simulation of collaboration of different system subjects simultaneously. Offered solution
consider virtual logistics center from TWS point of view, as multiphase system. Obviously,
that such approach simplifies reality a bit, but it is required for further research of the matter.

Main target of work is development of model of organizational structure of logistics
system that uses B2B Internet solution, based on theory of waiting systems.

This solution should allow to:

— Maximally automate data exchange between collaboration subjects, based on
ability of modern ERP, DSS and SCM-systems to exchange data using Internet technologies,
in XML and other data formats.

— Change subject collaboration system to make it more flexible, keeping advantages
of optimization of logistics flows reached today between wholesalers, logistics centers and
other subjects of collaboration (B2B). Subjects of such collaboration are not only
transportation utilities, distribution and logistics centers, but also wholesalers and customer
that are interested in decreasing logistics costs.

Advantage of such system is that every member of it has an access to of all the
features that exceeds any regional logistics center possibilities. Ideally we can talk about
common European logistics center that have regional units.

In terms of developing model we consider that company that wants to buy some
products (for example, after receiving orders in web-shops), can collaborate with offer
(supply) information system that includes sellers that offers products on this market,
transportation utilities, distribution and logistics centers that are placed in different
geographical points. For sellers and buyers array of real logistics centers and transportation
utilities are synthesized into one. System is not just offering few variants of collaboration on
purchasing level, but also shows possible solution for transporting and allocation in
distribution or logistics centers that, for its turn, give corresponding information using, among
others, mobile devices with access to Internet-based system depending on type of transport
and features of logistics center in point shipping or arrival (chosen by customers, by type of
delivery, with no route analysis). It is considered that demand of logistics center resources and
choosing of point of arrival, as well as type of product and terms of delivery are stochastic
with normal deviation. As demand is accidental, there is possible shortage of logistics
resources. Moreover, system sometimes won’t be able to find ready-to-use model that
describes optimal solution. So it is necessary to make system to offer multiple versions of



solution so customer can choose suitable variant. For a beginning it was decided to restrict
model to Baltic region only (Latvia, Lithuania and Estonia).

Developing of this model allows starting of second step of previously defined task —
organizational and methodological optimization of B2B-based logistics system. Optimization
in terms of this system will be made by two variables — terms and price of delivery. These
variables will be managing variables of model.

This work reflects results of doctoral research made in cooperation with Dr. sc. ing
V.F. Strelchenok.
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DECISION MAKING PROCESS FORMALIZING FOR THE COMPETITIVE
MACHINE TOOLS CONCEPTUAL DESIGNING

D. Svirsky, A. Firsov
Vitebsk State Technological University, Vitebsk, Belarus

The paper deals with an actual problem of competitive machine tools conceptual design. The
offered approach to its decision is based on both QFD and IDEF formal modeling methods use.

Introduction

The competitive equipment development and manufacture is the primary goal of
machine-tool industry. The modern metal-cutting machine tool concerns to a class of a
complex high technology production. Therefore development of the machine tool is
connected to the big share of risk of not quite commercially successful goods creation.
In turn the machine tool quality and competitiveness are pawned at a stage of its
conceptual designing on the base of understanding of the equipment creation purposes,
the contents of solved tasks and principles of a projected product effective utilization. A
device conceptual designing stage includes the steps of the pre-design researches as well
as a development of both the request for proposal and the technical offer. Thus the
following tasks are solving:

- the process equipment design stages sequence and contents are determined;

- the technical parameters corresponding to requirements of competitiveness of the
projected process equipment are coming to light;

- the basic technical decisions which are providing a level of accepted characteristics
are formed.

There are good reasons for increase of the machine tools conceptual designing
procedures efficiency by their automation.

1. Proposed methodology

A presence of essentially creative procedures on an early stage of the machine tool
development complicates an automation of its conceptual designing. The author’s approach to
the problem decision is based on functional/cost (ABC) [1] and qualimetric analysis with use
of so called “Quality Function Deployment” (QFD) method [2] and the elements of modeling
in “ICAM Definition language” (IDEF) [3] notation.

The general circuit of formation of conceptual model of the metal-cutting equipment is
shown on Fig. 1. A competitive product designing begins from revealing the consumer’s need
for it. QFD is a systematic process for motivating a business to focus on its customers. It is
used to identify and resolve issues involved in providing products, processes, services and
strategies which will more than satisfy their customers. This is the process of understanding
what the customer wants, how important these benefits are, and how well different providers
of products that address these benefits are perceived to perform. This is a prerequisite to QFD
because it is impossible to consistently provide products which will attract customers unless
producer (designer) has a very good understanding of what they want. The technical function
is the most important component of the “Quality function” of the machinery and is
determined by its operation purpose. In turn it has the certain hierarchical structure and is
subdivided on external and internal functions which will be realized by the projected
equipment (Fig. 2).
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Only the internal functions determining a skeleton of structure of the projected
equipment are taken into account during functional and structural modeling. The external
functions parameters are the initial directive data for a choice and specification of the internal
functions. A main problem arising at a stage of conceptual designing is a correct transition
from external to internal functions. This difficult procedure is formalized as follows. The
variants of functional models of the equipment are created by means of IDEF technique, and
the key parameters of these models come to light with the help of a QFD-method in view of
requirements of potential consumers.

2. Technique description
A modified QFD-method application is reduced to consecutive filling of the fields of a

matrix (Fig. 3) of the of the consumer requirements (CR) and engineering characteristics (EC)
coordination, the subsequent calculation of weight factors of influence CR on EC, and the



projected equipment parameters optimum values determination on the basis of these factors
and influence of EC against each other.

(3) EC field

\ \ [ \ \
(6) EC mutual influence field

(5)CR N
(lﬁ)e(lilR (2) CR rank ilffl‘lllllt::llie (4) Field of an influence of CR on EC

field

(7) Field of the weight factors of influence of
CR onEC

Fig. 3. The matrix of a transit from the consumer requirements to the engineering characteristics

CR are specified and ranged according to the degree of their importance for consumers
in the fields 1) and 2) at the first stage. Approximately constancy of CR in the machine-tool
industry is its distinctive feature. Further EC for which values determination the matrix is
formed are entered in a field 3). Only the characteristics which assign a level of the
parameters of the modules determining a structure of kinematical and layout circuits of the
projected equipment are put down in the list of EC.

At the second stage the fields of CR direct influence on ER are filled, where the field
4) corresponds to influence CR on EC, the field 5) meets to mutual influence CR against each
other, and the field 6) corresponds with mutual influence of EC against each other. The
corresponding expert estimation of influence (u(CR;, CRj+k), or W(CR;, ECj), or W(ECj, ECjim))
allowing to determine a degree of influence of CR and EC against each other is noted down in
each cell during fields 4), 5), and 6) filling.

At the third stage the latent influences of all CR and EC are determined as follows:

M2AB — CRA o MIAB o ECB, (1)

where CR* — a matrix of mutual influence CR against each other (i.e. a field (5)), M'*® — a
matrix of estimations of direct influence CR on ER (i.e. a field (4), EC® — a matrix of mutual
influence of ER against each other (i.e. a field (6), M**® — a matrix which is taking into
account the CR secondary (latent) influences on ER. The sign ‘0’ — represents a symbol of the
mathematical operation allowing to determine the influence presence.
The example of a composition is shown on Fig. 4 where cells of line CR; (matrix CR™)

and column EC;j (matrix M'*®Y are compared.

According to the circuit the estimation of a cell u(CR;, ECj) in matrix CR" o M8 ig
carried out as follows:

U(CR;, EC)) = ((CR;, CR;) A W(CR;, EC))) V ((CR;, CRy) A |t (CR,, EC)) V

V (H(CR;, CR 3) A J(CR3, EC))) V... V (U(CR;, CRi1) A W(CR1, ECy)) V

V (U(CR; CRy) A M(CR,, EC))) =

=(+03 A +1) V (0,4 A —0,4) V(0 A-0,8) V ... V (=0,5 A —0,9) V (+0,5 A +0,6) =
=+03V-04VOV..V-05V+0,5=-0,5.



where the symbols ‘A’ and ‘V’ mean a choice of the minimal (or maximal) modulus value from
two elements accordingly.
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Fig. 4. Example of CR determination

The sign at comparison is determined as follows: if values are compared on a minimum,
than a sign is accepted as at estimation in matrix M'*?; if values are compared on a maximum,
than a sign is accepted as at CR estimation having a higher rank. For example:

M(CR;, CR2) A B (CRy, ERj)) =+0,4 A 0,4 = —0,4;
(M(CR;, CRy.1) A P(CRy.1, ER))) V (U(CR;, CRy) A H(CRy, ER;j)) =-0,5 V +0,5 =-0,5.
CR influences on EC are specified, and the values of M?**8 matrix estimations are
determined. For this purpose the matrix of the result of a multiplication CR* and M'*® is
united with a matrix of the mutual influence EC® according with the above-stated principle. It
is necessary to note that secondary influences on EC values can change essentially (down to
change of a sign) the primary estimations of CR influence to EC (in matrix M'*?).

The factors values of weight are determined, and the estimations of EC mutual
influence are specified in the field (7) at the fourth stage. Then EC optimum values
determining the parameters of the equipment kinematical and layout circuits are computed.

The matrix of the CR coordination with EC filling and the projected equipment
structure modeling are carried out simultaneously. The process is executed consistently from
of functional and structural model drawing up to formation of structural models of kinematics
and configuration on its basis.

The following rules are taken into account during functional and structural modeling:

1) the graphic representation of a model is carried out as a hierarchy of the block
diagrams for an information presentation compactness providing;

2) the accuracy of the transitions between the elements of a model is provided because
a technological sequence of an operation of the projected equipment is maintained;

4) the procedures step-by-step caring out provides the effective processes of the model
development, its viewing and integration.

As a matter of fact a device functional model is a set of graphic diagrams describing it at one
or several levels of abstraction in IDEF notation as it is shown in Fig. 5. The blocks incorporate to
each other with the help of the arrows going from an output of one block to the mechanism, an input
and/or a control of another. Each operation has the realization mechanism representing unit or a
detail in the projected machine-tool. These mechanisms can be the standard, unified purchased
details and units, but the original details and assembly units at absence of those.
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Fig. 5. The block of functional and structural model

Kinematics and layout structural modeling is carried out on the basis of the functional
and structural model. These models are formed by overlapping of units revealed on a stage of
functional and structural synthesis in conditions assumed on a stage of determination of
criteria for the equipment components choice. Further the choice of the technical decisions
corresponding to each component of received models is made and variants of their 3D models
are made. The choice of an optimum variant of the technical decision is carried out with the
help of the technique of ABC analysis.

Conclusion

The developed approach to early design stages modeling allows formalizing rather
creative and complex process of the various kinds of the technological equipment conceptual
designing and basic technical decisions making. Thus process is represented as two
simultaneously carried out procedures:

1) the QFD-modeling which allows quantitatively estimating a qualitative influence of
requirements of the potential consumers on a structure of the projected equipment;

2) functional and structural modeling (on IDEF base) which allows carrying out
correct consecutive transition from a device functions to its configuration.
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AN INTELLIGENT BIST MECHANISM FOR MEMS FAULT DETECTION
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Diversity of application fields and properties of new materials generate new failure
mechanisms in Micro electro Mechanical Systems (MEMS). Now if we take into account the
lessons from the past in microelectronics, we note that failure analysis played a major rule not
only in development time reduction but also in qualification and reliability evaluation

Most of the researches which have been done in MEMS reliability are about new
material properties and fabrication technologies. Only a few fault detection methods have been
introduced for fault detection in MEMS. Some of these methods can be used only for special
MEMS. Additionally most of them need a precise model of system. In this paper a new
intelligent method is proposed for fault detection in MEMS. In addition some parts of proposed
neural network are changed in order to implement it as a BIST mechanism.

Introduction

Micro Electro Mechanical Systems (MEMS) are new multidomain systems consist of
electrical and non electrical parts fabricated beside each other. After about 25 years of MEMS
invention, they are used in different fields of science, engineering, medical and space. As for
microelectronics the fabrication of devices embedding MEMS takes advantages of collective
fabrication techniques on semiconductor wafers giving not only the cost reduction typical of
scale economics but also the increased sensing accuracy of micron scale devices. There are
different fabrication technologies, surface micromachining, bulk micromachining and LIGA
method. In each technology special methods are used to construct different mechanical and
non electrical parts on the wafer. Moving parts are one of the most important features of
MEMS. These may be beam, gears, hinges, reflective layers. These new components and
other kinds of chemical, optical and magnetic parts which may be found in MEMS create a
new class of faults not seen in microelectronic devices before [1, 2]. Wide variety of new
faults and different MEMS fabrication technologies are motivations to find a BIST
mechanism to detect faults automatically.

In our previous works different intelligent methods have been compared to detect
faults in MEMS [3, 4].The best neural network was Robust Heteroscedastic Probabilistic
Neural Network (RHPNN) which is a feed forward four layer neural network. For increasing
the fault coverage of RHPNN, Learning Vector Quantization (LVQ) has been used as a data
pre classification and clustering stage. The simulation results showed that combination of
LVQ and RHPNN can detect most of the faults well [5]. One of the disadvantages of neural
networks as a BIST mechanism is high computational cost of them. In this paper we use a
second degree approximation of Gaussian functions in second layer which is the most
important layer of LVQ-RHPNN. Gaussian functions have complex calculations and there are
many problems in implementation of this kind of functions. Using a simpler function instead
of Gaussian functions help us to implement intelligent BIST in MEMS easier. Simulation
results show that changing Gaussian functions hasn't any important effect on fault coverage.

1. Fault Detection Methods

Generally speaking, fault detection methods can be categorized in two classes; model-
based methods and pattern recognition methods. In model-based methods, a behavioral or
mathematical model of system is used. Different faults are considered in model and effect of



each one on the outputs or other parts of system are analyzed. The drawback of this method is
high calculation cost and difficulties in finding the proper model.

In another fault detection method, faulty and fault free data are analyzed as different
input patterns which are given to a pattern recognition system. Output of the system, defines
whether patterns are faulty or fault free. Different artificial intelligent methods can be used as
a pattern recognition system. First, the system is trained by learning data set, and then it is
used for classification of MEMS data to define whether it is faulty or not.

In our previous works, different neural networks like Radial Basis Function (RBF),
Multi Layer Perceptron (MLP), wavelet Neural Network (WNN), Probabilistic Neural
Network (PNN), Robust Heteroscedastic Probabilistic Neural network (RHPNN) and
combination of fuzzy or genetic algorithms with neural networks have been investigated
[6-9]. A proper fault detection mechanism must satisty these conditions:

- Classify fault free and all faulty cases with different distances from each other.

- Classification must be done with respect to parametric variation and probabilistic
properties of data.

- The ability to detect new faults which have not been learned already.

2. LVQ-RHPNN Fault Detection Mechanism

Different neural networks have been compared in MEMS fault detection. The best one
was RHPNN which can detect most of the faults. The major disadvantage of RHPNN is its
weakness in detecting the faults near to fault free patterns. After training RHPNN it defines
some Gaussian kernel functions which show the probability density function of different
faulty subclasses and fault free class. It can detect the faults which are far from fault free
Gaussian kernel functions correctly. But sometimes it makes mistake for faults which are near
to fault free kernels [6]. For solving this problem combination of LVQ and RHPNN is
proposed [5]. Using LVQ as an extra classification stage improves the fault coverage.

RHPNN is shown in Fig. 1. It is a feed forward four layer neural network which
classifies data based on Parzen window estimator:

gt maxar f ]| (M)

where x is a d-dimensional pattern, g(x) is the class index of x, the a priori probability of class
J (1< <k)is «a,and the conditional probability density function of class j is f; [10]. The object

of the RHPNN is to estimate the values of f;. This is done using a mixture of Gaussian kernel
functions. The first layer is input layer in which the number of cells is equal to dimensions of
input data.

Fig. 1. Feed forward four layer RHPNN



The most important part of RHPNN is second layer which consists of Gaussian kernel
functions with different centers and variances. The term 'Heteroscedastic' is used because of
different variances. In simpler case that all variances are equal, 'Homoscedastic' term is used.
During training phase all variances and centers are defined. Each Gaussian kernel function
calculates the probability density function of each class:

Hx—c,;,-

1
pz.f(X) N (2”0',2,/)”2 eXP{ 2O'i/ } (2)

Only one cell is considered for class number one which is fault free class. The other
cells belong to faulty classes. §; are connecting weights which connect second layer cells to
third layer. There are only two cells in third layer, one for fault free class and the other for
faulty class. Each of them calculates the sum of the probability density function values in
second layer cells as shown in equation (3):

f‘,-(x) = ZZ ﬂ;,,‘pi\,(x)sl <j<k (3)

There is only one cell in fourth layer which compares f;; values produced by third
layer. The larger value defines which class should be selected. As it can be seen, all of
the calculations are summation or multiplication except Gaussian functions in second
layer. Implementation hardware to calculate Gaussian functions is difficult and
expensive. In next section a simpler function is used to calculate probability density
function easier.

3. Simplified Gaussian Kernel Functions

First LVQ-RHPNN is trained by training patterns set as mentioned in Ref [5]. Then
each Gaussian kernel function is simplified and replaced by a simple function. The simplest
function is a linear function as:

hij(x) =a; x+ by. “4)

In this case, Gaussian function is replaced by a simple and easy function but the
simulation results show that the fault coverage decreases dramatically. So a higher degree
function 1s used;

hii(x)=a;; x2+bz’/ x+dj, (5)

a;, by and dj; are real constants which are determined to fit Gaussian function in a least square
sense. They are the optimum values which minimize the error between Gaussian and /;(.)
function. For each cell in second layer, f; f;(.) is a Gaussian function which is estimated by a
second degree function. These values are used in probability density function calculation in
LVQ-RHPNN fault detection mechanism. As shown in Fig. 2, for input values more than 3a,
hi(.) 1s not a good estimation of Gaussian function. In addition for some x values, /;(x) is
negative in contrast with actual value of probability density function which is always positive.

To solve this problem a small constant value, 0.001, is considered for x values larger
than 30. So;

(6)

i

B al.sz +b,x+d;  for |x| <30;
] 0.001 for|x = 3c.
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Gaussian function values for large values of x are very small positive numbers not
zero. Similarly, A4;(.) is equal to 0.001, for large x values. Using equation (6) probability
density function is calculated easier and it is always positive.

4. Simulation Results

First of all a rich training pattern set is collected. These faulty and fault free patterns
can be achieved by experiment or by fault simulation methods. In this paper, a RF MEMS
simulator, EM3DS6.2.14, has been used to simulate different faulty and fault free patterns.

Most common MEMS faults are stiction, curvature, fatigue and brittle, etch variation
and contamination. These faults are simulated by EM3DS6.2.14. Connecting separate parts to
each other, deforming some metallic parts, disconnecting and separating of uniform and
connected parts, changing wideness and length of metallic parts are considered for stiction,
curvature, fatigue/brittle and etch variants, respectively. In addition changing the substrate
resistance, magnetic and electric properties, shorts and opens have been simulated by software
and different faulty responses have been produced. For each faulty response and also for each
fault free response, some small parametric changes have been considered in order to model
parametric variations due to process changes. Every faulty or fault free data is a pattern which
is given to neural network. Based on training knowledge, neural network classifies input
patterns as faulty or fault free patterns.

For RF MEMS shown in Fig. 2, S parameters have been calculated and used for
training and testing of neural networks. The real and imaginary parts of S;; or combination of
real, imaginary or magnitude of S;;, Si, have been used to make 1, 2, 4 and 6 dimensional
data.

Fig 3. RF Low Pass Filter structure



A rich training set is used to train LVQ-RHPNN as mentioned in our previous
works [5]. During training, all centers, variances and connecting weights are determined. All
fii(.) functions are estimated by minimum least square method to determine a;, b; and dj
values.

Then all test patterns are given to LVQ-RHPNN. LVQ-RHPNN results and simplified
LVQ-RHPNN results are compared as shown in Fig. 4.
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Fig. 4. Comparison of original and simplified LVQ-RHPNN

Simulation results show very small decrease in fault coverage percentage. Due to large
elimination of calculation cost and time it can be concluded that displacing Gaussian
functions by a polynomial of degree two is a good method to simplify the LVQ-RHPNN fault
detection mechanism.

Conclusion

Regarding to incomplete knowledge of microscopic mechanisms and physics of
failures in MEMS, intelligent methods seem to be a good candidate for MEMS fault
detection. Although most of the researches in MEMS are focused in fabrication fields, but it is
necessary to find some fault detection methods to detect different faults in fabrication stage
and application fields.

Comparison different neural networks in MEMS fault detection lead us to a powerful
fault detection method. One of the most important bottle necks to implement LVQ-RHPNN as
hardware in MEMS, is high calculation cost of Gaussian functions. In this paper a simple
second order polynomial is presented to be used instead of Gaussian functions. Simulation
results show that this displacement has a small effect on fault coverage.
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THE ANALYSIS OF TWO-DIMENSIONAL OBJECT MOVEMENT
BY LOCAL METHOD BASED ON OPTICAL MEASUREMENTS
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The using local methods for optical flow determination for the description of two-
dimensional solid object movement by means of an instant axis of rotation is presented. For the
description of time and coordinates derivatives of intensity the multipoint noise-resistant
derivatives for image processing are used. Results of numeric simulations show possibility of
moving object velocity determination for problem of image tracking.

Introduction

At present detection and recognition from optical measurements of moving objects are
important practical problems. One of the effective velocity determination method is to find
velocity distribution over observation field [1]. This method, for example, has been
successfully used for the analysis of deformation and moving of biological objects [2]. The
method is based on the minimization of integrated characteristics in the spatial zone of image
and therefore is related to global methods of velocities field calculation. Another method is
based on finding of a minimum error in a small zone of image and it is named as a local
method [3].

The intensity conservation law, which is carried out for extended object movement on
the uniform background is a basis for both above mentioned methods and is used as

diby) o, (1)
dt
where 1(x, y) is the intensity distribution over observation field.

Application of the Eq. (1) in each point of observation field leads to the Equation:

6I(x, y)+vx al(X, y)+Vy 6I(x, y)ZO, (2)
ot oX oX
where v, , v, are velocities projections onto axis X and Y in the point (X, y) respectively.

Obviously, it is enough of Eq. (2) for the description of point one-dimensional
movement along one of coordinate axes. But even in this simple case there are the computing
difficulties connected with instability of numerical differentiation operations. In general cases
of movement the additional conditions, which are imposed on velocities values, can be used
to receive the unique and stable solution. For example, the harmonic condition Av=0 is
peculiar to slow liquids flows [1].

A rigid object here and after is named as the object. For translational displacement of
the object, when all its points during each time have the same velocity the Eq. (2) can be
written for any point of the object. Then the system from two linear equations for object
points (Xl, yl) and (Xz, yz) accordingly allows determine stable solution for both velocities
projections if the module of the system determinant is big value.

Any two-dimensional movement of the object can be described in every moment of
time only for three instant parameters of rotary motion. Angular velocity @ of rotation and
instantaneous value of rotation axis position (XO, yO) in coordinates plane can be used as these

parameters. Then for determination of three movement parameters it is necessary to use at
least three points of the object to receive a system, which consists of three linear equations.



Such way we have to consider at least two possible reasons of instability in the
solution: the instability of procedure of experimental functions differentiation and possible
zero values of determinant of system from three linear equations.

1. Two-dimensional movement of the object

Let us the value of the intersection point of instantaneous rotation axis with coordinate
plane is equal (XO, yo), instantaneous angular velocity of the object rotation around of this

axis is equal @ . Then we can write
v, ==y -,), (3)
v, = o(X—X,). (4)
After substitution these velocities values into Eq. (2) we receive the Equation in the object
point (Xl, yl) as
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After transformation we can write Eq. (5) as

Laby), aley), alby), _ak.yn), dl.n),
o ot OX oy OX oy
The similar equations we can receive for two other points. As result we have the system
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which consists of three linear algebraic equations for determination of three unknown
1/ @,X,,Y,.

To increase solution stability it is possible to use the redefined systems from greater
number of the equations [4]. In difference from equations system for local linear velocities,
addition of new equations in (7) does not change values of unknown, because the given values
are identical to all points of a solid object. The system can include any number of the
equations in any points of the object (excepting borders). Thus, the weight coefficients are not
required for specification velocity value in the given point. Such solution has high stability to
noise due to the big number of the equations but does not demand knowledge of the big
number of values of intensity in small spatial zone. Nevertheless, in some cases for high noise
level the additional modification of system is necessary.

2. Stable differentiation

To increase an accuracy of derivatives calculation the expressions for multipoints
numerical differentiation were used [5]. Such differentiation is insensitive to random errors of



measured data. These expressions can be found by differentiation of the mean-squared
approximated by polynomials image. In accordance to [5], we can write:

8|(Xk,y) 1 3 Mo
T ox Ax I(x, . g
OX AXM(M +1)2M +1) J_Z_;,AJ (%0 ¥), (8)

where AXx is distance between readings on the axis X.
The errors, which appeared when we use given Equations, can be divided into two
kinds. The first kind: Ay, are noise errors provided by errors in initial data. The second kind:

Al, are errors of approximation of the numerical differentiation operator of Eq. (8). We can
show, that for M selection can be used the next expression:

o 1.2
M=23——<| AX7, 9

[“ w(el:| ( )
where 8 € (— MAX + X, , X, + MAX) is the sum of the first kind error dispersion and square of
the second kind error is minimal,

8 4
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Here o’ is dispersion of initial data | errors, and D[Ayk] is errors dispersion after

application of the operator (8). If AXx— 0, then both of the errors kinds tend to zero (for
condition of M selection by (9)). Therefore we can name the operator (8) as stable.
Expressions (10) and (11) show, that the greatest errors from application of the numerical
operator (8) can be expected on sharp borders of moving objects and for big intensity
variations on its surface.

3. Numeric simulation

For numerical simulation the object, which has shape of ellipse is used. The
intensity distribution on coordinates in ellipse corresponds to height ellipsoid of
rotation, either to a cone with the base of ellipsoid. The center of the ellipse clockwise
rotates around of coordinates origin. An angle between the line, which connects
coordinates origin O(0, 0) and the center of the ellipse, and the long axis of the ellipse is
equal to 30 degrees. Intensity distribution for the case of ellipsoid is shown in Fig. 1.
Calculations show that without noise all rotation parameters (angular speed and
coordinates of the rotation axis) can be found with high accuracy by application of the
given algorithm inside of the object, but can have errors on the borders. The velocity
vector for the given zone, which is calculated from (3), (4) can be found on the basis of
these parameters. Velocity in boundary zones may be differed from true by size and
direction. But in zones where the velocity direction agree closely with true, its module is
calculated with satisfactory accuracy. Therefore in the further Figures the velocity
direction in the chosen points only will be shown. The exact value of the velocity vector
should be perpendicular the straight line connecting the zone of velocity calculation with
a point (0, 0), where the rotations axis is located too.



Fig. 1. Intensity distribution in the initial object

The appearance of noise leads to random orientation of the velocity vector. The
incrensement of number of the equations in system (7) due to inclusion of new points in
corresponding of zone calculation improves results (Fig. 2). At this time expansion of a
zone of calculation increases boundary zone where results are incorrect.

a) b)
Fig. 2. The direction of velocities calculated on the basis of Eq. (7)

In Fig. 2, a we can see the results of calculation when there are four equations in
system (7), in Fig. 2, b — 16 equations. Points are chosen, correspondently, in squares
2x2 and 4x4. The distance between points is 4 readings. The derivatives are calculated
on the basis of Eq. (8) for M =2. The rotation axis of the ellipses (Fig. 2), on the top
left corner of each figure (the same as point O in Fig. 1). Directions of velocities are
shown by arrows.



Fig. 3. The velocities field for calculation (the right-hand derivatives at the left)

Another method of velocities field calculation improvement for noised images is
related to a choice of multipoints derivatives (8). Calculations show, that the best accuracy for
value M =2. In this case we can get better accuracy in comparison with the right-hand
derivatives, which is used in basic algorithms (Fig. 3). The ellipse rotation axis is the same as
in Fig. 2.

Conclusion

In the work for optical flow determination for the description of two-dimensional
object movement the local methods by means of an instant axis of rotation were presented.
For the description of time and coordinates derivatives of intensity the multipoint noise-
resistant derivatives for image processing are used. Results of numeric simulations show
possibility of moving object velocity determination for problem of image tracking. Proposed
approach, which based on multipoints derivative, can be effectively used for solution of
problem of two-dimensional movement of the object. And insensitivity to noise makes it
possible to use received results for task of remote sensing (e.g. night vision) and machine
vision applications.
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PITCH DETECTION METHOD BASED ON HARMONIC TO NOISE RATIO AND
AVERAGE MAGNITUDE DIFFERENCE FUNCTION FOR VOICE CONVERSION
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Voiced/Unvoiced decision and accurate pitch detection based on Harmonic to Noise
Ratio is represented in this paper. Based on Short-time Fourier Transform, Harmonic plus
Noise Model (HNM), the Harmonic to noise Ratio (HNR) is calculated, which will be used to
decide frame is voiced or unvoiced from candidate pitches. If frame has HNR greater than
threshold then it is decided voiced frame, maximum HNR value correspond to candidate pitch
will give most accurate pitch. The candidate pitches are estimated by using conventional
method: average magnitude difference function (AMDF). Results showed that the proposed
method is good when we use it for pitch scale modification, speech synthesis in voice
conversion system by using harmonic plus noise model.

Introduction

Pitch detection also to know as fundamental frequency, which is focused for
many years and now it will be investigated. Its overall view was considered in [1, 8]. At
here the authors divided pitch detection methods into three groups: time domain
methods, frequency domain methods, statistical methods which are methods based on
time and frequency domain properties of speech signal. Each method group has its
advantages and disadvantages. The result in [8] showed that the time-domain and hybrid
pitch detector had greatest difficulty with the low-pitched speaker whereas the spectral
pitch detector (cepstrum) had the greatest difficulty with the high-pitched speakers, and
voiced-unvoiced decision is a problem with all methods. In order to improve voiced-
unvoiced decision, in [8] the author proposed new voicing decision method, which is
considered using a multi-feature voiced/unvoiced classification algorithm based on
statistical analysis of cepstral peak, zero-crossing rate, and energy of short-time
segments of the speech signal. The voiced — unvoiced decision also is problem of
algorithm in [10], which was implemented in Praat application. Other pitch detection
method based on tuning to its harmonic was proposed in [2], which is a robust method.
It use shorter interval of the analysis, pitch correlated spectrum smoothing, adaptive
clipping threshold computation, more effective procedure of high noise bands
separation, less computing complicity. In order to perform accurate estimation, the
scheme of the closed-loop pitch estimation is showed in [3]. Harmonic to noise ratio
(HNR) also is used to find optimal pitch track, which maximizes HNR coefficient.

Based on problems, which are showed in [1, 8] we focus to study how to reduce
minimum error. The rest of the correspondence is organized as follows. In section 1, a
detailed description of the Harmonic to Noise Ratio algorithm is presented. In section 2,
the pitch candidate determination algorithm based on a conventional method is
discussed. In section 3, the diagram of proposed algorithm is showed, and next section is
experimented result. Concluding remarks are given in section 5.



1. Harmonic to Noise Ratio

In order to calculate HNR we consider the Fourier Transform, which is the standard
method of converting a signal from the time domain to the frequency domain. For each if
signal is periodic, it is represented by a set of discrete samples. This is known as the Discrete
Fourier Transform (DFT), which is represented mathematically by equation (1). There is also
an Inverse Discrete Fourier Transform, shown in equation (2).

N-1
—jn27k /N
X( = 2, X(me™" fork = 0.1... K -1 1)
n=0
<« in27k/N
n
xmy= D X(k)e’ forn=0,1.., N -1. (2)
k=0

From this point, we assume that each speech segment has candidate fundamental
frequency o and the number of harmonic is K, based on equation (1), (2) we will synthesize
speech segment when we known candidate fundamental frequency.

K-1 _
xm= 2, X (ke forn=0,1.,N -1, 3)
k=0

where ;(n) is called harmonic part and error part is defined as below:

e(n) =x(n) - X(n). (4)

The Harmonic to noise Ratio is log ratio between energy of harmonic part and energy of noise
part as below:

HNR = 10*1g10%. (5)
Based on HNR, the segment is decided voiced segment if the HNR greater than
threshold and vice versa the segment is decided unvoiced segment. In practice the threshold
of HNR is chosen in range [-10, 0]. As we known about cepstral pitch detection method, the
pitch period is position where peak is the greater but in practice this decision some time is not
exact. The position of exact pitch period can be second max peak or third max peak ...This is
observed by using Inverse Fourier Transform (equation 3) as example below (Fig. 1).
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Fig. 1. Inverse Fourier Transform by using the first local max peak (the first candidate pitch)
and the second local max peak (the second candidate pitch)



In this example, we can observe that the position of the second local max peak has the
best pitch period exacter than pitch period of the first local peak. This is presented by HNR,
1.e. the greater HNR the bester. This case the HNR is used to choose accurate pitch

2. Candidate pitch estimation

In order to estimate candidate pitch, we use average magnitude difference function
(AMDF) method, which is based on time domain. The AMDF is a variation of
autocorrelation function analysis where, instead of correlating the input speech at various
delays (where multiplications and summations are formed at each value), a difference
signal is formed between the delayed speech and the original, and at each delay value the
absolute magnitude is taken. Unlike the autocorrelation or cross-correlation function,
however, the AMDF calculations require no multiplications, a desirable property for real-
time applications, see more [4, 5]. For each frame k, the short-term difference function
AMDF is defined as follows:

Fn(j>=ﬁ21xn(i)—xn<i+j)\, 1< j<Maxlag. ©)

=)
where Maxlag is the maximum number of AMDF value generated in each frame. The
difference function is expected to have a strong local minimum if the lag j is equal to or very
close to the fundamental period. For each frame, the lag for which the AMDF is a global
minimum is a strong candidate for the pitch period of that frame (Fig. 2).
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Fig. 2. Pitch period detection by using AMDF method
3. Pitch Detection

From point of view above, below are steps for this process:

1.Signal speech is framed; each frame has length 240 samples. The update frame
has length 120 sample

2.Pre-decide voiced-unvoiced can be applied. For each frame, the high energy is
calculated from 2000 Hz to half sample rate and low energy is calculated from 50Hz to
2000 Hz, after that they are used to calculate high low energy ratio. This step can reject
frames of fricative and decide preliminary voiced or unvoiced and.

3.Using conventional pitch detection methods to find candidate pitches. In
practice we used AMDF as described above. For AMDF method maximum 6 candidate
pitches can be chosen depend on property of signal frame.

4.Based on candidate pitches, the HNR ratio is calculate and maximum the HNR
ratio is chosen.

5.Maximum the HNR ratio is compared with HNR threshold. Threshold of HNR
can be chosen in range [-10: 0], our experiment threshold equal -7 is chosen. If



Maximum the HNR ratio greater than threshold then correlative candidate pitches is the
most accurate pitch of frame. Conversely frame is decided unvoiced. The previous pitch
is used to correct pitch range for finding next candidate pitches.

4. Experiment Results

In order to estimate result, we use definition of error parameters in [8]. The parameters
are: voiced to unvoiced rate, unvoiced to voiced rate, gross pitch error, mean of fine pitch
error. We assume that the true pitch of a frame is fO(m) and estimated pitch of a frame is
fO0.(m), where m =1 ... M. M is number of frame of utterance. If f0(m) <> 0 and fOg(m) = 0
then Voiced to Unvoiced Rate is defined. If fO(m) = 0 and fOg(m) <> 0 then Unvoiced to
Voiced Rate is defined. The Gross pitch error is defined if fO(m) # 0, fOg(m) # 0, and e(m) =
| f0(m) - fO0g(m) | > 10. Fine pitch error is defined if e(m) < 10, when Mean of Fine Pitch
Error is defined:

5=ﬁ29<mj>a (7)
j=1

where N is number of fine pitch error of utterance. The set of six speakers is collected
into database for testing (3 males and 3 females). Speech signal is sampled at 8Kz,
length of frame is 240 samples, and upgraded length is 120 samples. Threshold of HNR
can be chosen in range [-10: 0], our experiment threshold equal -7 is chosen. In here:

- CEP-HNR is cepstrum based pitch detection using HNR;

- AUC-HNR is autocorrelation based pitch detection using HNR;

- AMDF-HNR is AMDF based pitch detection using HNR.
The result is showed in Table 1, and Table 2.

Table 1
Gross Pitch Error
Speaker CEP-HNR (%) AUC-HNR (%) AMDEF-HNR (%)
M1 0.00 0.00 0.00
M2 0.00 0.00 0.00
M3 0.31 0.00 0.00
F1 0.66 0.33 0.33
F2 1.87 1.40 0.93
F3 3.36 3.08 2.80
Sum 6.20 481 4.06
Table 2
Mean of Fine Pitch Error
Speaker CEP-HNR AUC-HNR AMDF-HNR
M1 1.80 1.74 1.59
M2 1.23 1.02 0.97
M3 1.38 1.07 1.00
F1 2.81 2.50 2.04
F2 2.24 1.84 1.77
F3 2.71 1.71 1.60
Averg 2.10 1.65 1.50

The proposed method is compared with conventional cepstrum method (CEP),
Autocorrelation method (AUC) in [9], the result is showed in Table 3.



Table 3

Total Gross Pitch Error, Average Fine Pitch Error, and Voiced-Unvoiced Rate Error,
and Unvoiced — Voiced Rate Error of voices 6 speakers

Pitch method GER (%) Averg.Fine VUV (%) UVV (%)
CEP 23.25 3.93 6.44 91.87
AUC 23.81 4.16 5.88 72.23
CEP-HNR 6.20 2.10 4.96 22.02
AUC-HNR 4.81 1.65 5.46 22.83
AMDEF-HNR 4.06 1.50 4.23 22.74
Conclusion

In this study, voiced-unvoiced decision and accurate pitch determination algorithm
based on AMDF and Harmonic to Noise Ratio is proposed and tested. By combining with
pitch perception results, this algorithm can effectively reduce the gross error rate resulting and
unvoiced to voice rate error. In practice the proposed method is combined with HNM for
pitch scale modification, speech synthesis in voice conversion system, the result is high
quality.
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IMAGE ANALYSIS THESAURUS. VERSION 1.0

Yu. Trusova
Dorodnicyn Computing Centre, Russian Academy of Sciences,
Moscow, Russia

The problem of lexical and semantic support of the knowledge base for the system for
automation of scientific research in image processing, analysis and understanding is discussed.
The main contribution is the image analysis thesaurus which has been developed as a main tool
for solving this problem. A structure of the thesaurus and functional characteristics of the basic
version of the thesaurus are described. Lexical categories of terms and relationships between
terms in the domain of image processing, analysis and recognition are considered. The
thesaurus was implemented as an autonomous program module. The description of the
thesaurus module and its use are provided.

Introduction

The problem of scientific research automation in the subject domain of image
processing, analysis and understanding is one of the fundamental problems of computer
science. Universal systems designed for image processing, analysis, and understanding which
are not related to a specific subject domain attract a lot of interest. A knowledge base is the
most important component of such systems. It contains knowledge on the image processing,
on the classes of scenes analyzed, and on the available computational methods [3]. For
efficient information retrieval in the knowledge base it is necessary to have a tool for semantic
interpretation and matching of textual object descriptions and user queries. In practice a
domain thesaurus can be used to solve the problem. The relationships between terms fixed in
the thesaurus help to specify and extend the user query for more successful information
retrieval.

The paper is devoted to the description of the image analysis thesaurus which is being
developed in the Dorodnicyn Computing Center of the Russian Academy of Sciences. Its first
application is an inclusion as a module in the knowledge base for the "Black Square" software
system for the automation of scientific research in image processing, analysis, recognition,
and understanding (KBBS) [4]. KBBS is aimed at the support and automation of solving
problems of image analysis, estimation, understanding, and recognition. The automation
depends extremely on solving the following main problems: 1) automation of image analysis
algorithm retrieval; 2) automation of algorithm development and combination; 3) algorithms
performance evaluation on the basis of their effectiveness, accuracy, and programmability. To
solve these problems it is necessary to use a thesaurus on image processing, analysis, and
understanding.

Analysis of the literature testifies that till the present time no thesauri were developed
for the domain of image processing, analysis, and recognition. “Image Analysis Thesaurus.
Version 1.0” (IAT 1.0) compensates the lack. The thesaurus presented is being used to solve
the following tasks: classification of algorithms and tasks of image processing, analysis,
understanding and recognition; generation of the descriptions of algorithms and tasks of
image processing, analysis, understanding, and recognition; automation of information
retrieval; classification and retrieval of bibliographic and reference data.

One of the IAT 1.0 distinctive features is that it can be used not only as a part of
KBBS, but also as a separate linguistic resource. IAT 1.0 is a bilingual and contains terms and
their definitions in two languages (Russian and English).



The IAT 1.0 was applied for automation of early diagnosis of hematological diseases
on the base of cytological specimens. The application confirmed its efficiency. Its details will
be described in future.

1. The Use of IAT 1.0

In general, a thesaurus is a controlled vocabulary of terms and relationships between
them. The thesaurus structure, its lexical content and program implementation depend on
subject domain specificity and tasks to be solved [1].

IAT 1.0 can be used as a stand-alone reference book on image processing, analysis and
recognition. It contains definitions of terms and references. IAT 1.0 can be recommended to
both professional and non-professional users. In particular, it will help those users who are not
specialists in the subject domain to use efficiently KBBS.

The basic version of IAT 1.0 contains 1538 terms, including 230 terms in "Image”
section, 634 terms in "Image Processing" section, 464 terms in "Image Analysis" section, and
210 terms in "Pattern Recognition” section. The maximum number of hierarchy levels is 6.

The following kinds of sources were used for vocabulary construction: 1) existing lists
of terms, including dictionaries, glossaries, encyclopedias, etc.; 2) different texts from which
terms can be extracted, including paper titles, abstracts, indexes, book contents; 3) domain
experts, specialists. Below the main functional characteristics of the IAT 1.0 in the framework
of its use in KBBS is considered.

1.1. Descriptions of Algorithms

Textual description of an algorithm in KBBS consists of a name of a task (goal), a
name of an algorithm, description of input and output data, context and references. For that
terms of the following functional categories are included in IAT 1.0:

a) "Objects", which includes:

e names of image types (e.g., aspect image, range image, 2D image,
quantized image, etc.);

e names of image elements (e.g., contour, region, pixel, etc.);

b) "Tasks", which includes:

e names of classes of image processing tasks (e.g., image enhancement,
image restoration, image guantization, etc.);

e names of classes of image analysis tasks (e.g., image segmentation, texture
analysis, etc.);

e names of classes of pattern recognition problems, including names of
image recognition tasks (e.g., feature selection, error estimation, etc.);

¢) "Instruments”, which includes:

e names of classes of image processing instruments (methods, algorithms,
techniques, operations, functions, operators, transformations) (e.g., median
filtering, Hough transform, etc.);

e names of classes of image analysis instruments (methods) (e.g., contour-
based shape descriptor, region growing method, etc.);

e names of classes of pattern recognition methods, including names of
classes of image recognition techniques (e.g., maximum likelihood decision
rule, cluster assignment function, etc.);



d) "Properties”, which includes:
e names of instrument properties (e.g., hexagonal sampling grid, structuring
element, convolution kernel, etc.);
e names of image description elements (e.g., brightness, color model,
contrast difference, etc.).
The example of algorithm description is as follows.
1. Task name: median filtering.
2. Task goal: noise removing.
3. Input data: gray-level image (image depth: 8 bpp; image width: 1024 pixels; image
height: 1024 pixels).
4. Result: gray-level image (image depth: 8 bpp; image width: 1024 pixels; image
height: 1024 pixels).
5. Operator name: mediana.
Each element of the description is, in turn, an object characterized by a set of
properties. The latter for such objects can be described by IAT 1.0 descriptors.

1.2. Classifications of Algorithms and Tasks

For automation of image processing, analysis and recognition the uniform descriptions
of standard and solved tasks were included in the KBBS.

General classification of tasks of image processing, analysis and recognition is based
on representation of tasks in the form of a sequence of operations. In this sequence each
operation corresponds to a task of image processing, analysis, and recognition.

Task classification in the KBBS is developed on the basis of the IAT 1.0. The
classification is based on the functional hierarchical classification of algorithms for basic
operations of image processing, analysis and recognition.

The following lists are examples of hierarchical classification of thesaurus terms
related to image processing operations (a) and image processing tasks (b):

a) image processing operation b) image processing task
geometric image processing operation image compression
linear image processing operation image enhancement
mathematics-based image processing operation contrast enhancement
arithmetic-based image processing operation histogram equalization
image addition
image blending edge enhancement
image division image sharpening
image multiplication image smoothing
image subtraction noise suppression
morphology-based image processing operation image preprocessing
neighborhood image processing operation image restoration

non-linear image processing operation
point image processing operation
smoothing image processing operation

1.3. Planning and Control of Problem Solving

The main objective of the KBBS is the support of planning and control of problem
solving. To this end, the logical and pragmatic relationships between terms representing task
descriptions and solution techniques should be defined and included into the thesaurus.



According to the specificity of the domain IAT 1.0 contains the following basic
relationships between descriptors:

e image type — image description element (e.g., video-image - aspect ratio);

e process — applied instrument (e.g., edge detection — Hueckel edge operator);

e image transformation — result (e.g., thresholding - binary image);

e applied instrument — instrument characteristic (e.g., morphologic dilation operator

- structuring element);

e applied instrument — result (e.g., edge detector — edge map);

e image type — image acquisition technique;

e image type — image transformation.

1.4. Applied Terminology of IAT 1.0

The IAT 1.0 was experimentally tested on the problems connected with automation of
cytological image analysis. The applied part of the thesaurus includes the following
hematological terms: names of blood cells classes; names of cells parts and organs; names of
cells morphological characteristics; morphological characteristics values; names of
physiological processes in blood; diagnostic terms.

As a source of hematological terminology we used atlases of blood cells and tumors of
lymphatic system [6]. The number of term records is more than 350.

The relationships between hematological descriptors are defined by standard for thesauri
relationships [5] — hierarchical generic and whole-part relationships. Other specific relations
between terms are defined by associative relationships (e.g., relations between names of
morphological characteristics and characteristic values, relations between characteristics and
names of blood cells classes, and relations between blood cells classes and diagnostic terms).

2. Program Implementation

The IAT 1.0 module was implemented in Visual FoxPro 7.0 and provides the
following functions: visualizating and editing of the hierarchical structure of terms; adding
and editing of terms, descriptors and records; adding and editing of relationships between
terms; context searching in the database of a thesaurus.

The IAT 1.0 module consists of the database of a thesaurus, software tools for database
control, a user interface, a database interface, a LAN interface, and an Internet interface.

The database of the IAT 1.0 contains descriptor records and the following main tables: the
table of descriptors; the table of terms; the table of definitions; the table of relations between terms;
the table of the types of relations; the table of languages; the table of user interfaces, and index files.

The user interface (see Fig.) is employed to present a system of definitions, to
visualize the hierarchical structure of terms and other types of relations between the terms, to
add and edit the records of a thesaurus, to formulate queries, and to represent the search
results. Detailed description of the IAT 1.0 module is presented in [2].

Conclusion

At present we are developing the Internet reference-providing information resource on
image processing, analysis and recognition (IRPIR) based on the presented thesaurus. The
IRPIR will contain: 1) a reference book in the field of image processing, analysis, and
recognition in the form of a thesaurus; 2) a bibliographic database of descriptions of papers
and monographs, and web links to the electronic publications in the given domain; 3) tools for



relevant information retrieval on the Internet; 4) a catalogue of Internet resources on image
processing, analysis, and recognition including web links to electronic libraries, bibliographic
databases, websites of institutions, scientific centers, laboratories and IT companies involved
in research and development in the field of image processing and analysis, websites of
publishing houses, and a regularly updated list of relevant conferences with their websites.
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PALM PARAMETERS RECOGNITION BASED ON
STEREO MATE IMAGE ANALYSIS

A. Tsiskaridze
Moscow Institute of Physics and Technology, Moscow, Russia

The paper presents an approach to the contactless human palm parameters recognition
based on processing the stereo mate images got from two video cameras. The proposed method
requires relatively cheap standard equipment and technology. While relaxing the restrictions on
positioning the palm in front of the camera, this method at the same time makes it possible to
increase the palm parameters measurement quality.

Introduction

Creating reliable and yet rather inexpensive devices for person identification becomes
a problem of current importance attracting steadily increasing attention both of scientists and
designers. First, it is closely related to the most profound challenges of image processing and
recognition; on the other hand, it is briskly demanded by the integration processes in the so-
ciety and the realities of the today's world.

While conventional methods such as fingerprint scans and face recognition are still
prevailing and intensively developing, their association with the police makes some people
feel an unconscious discomfort. Among the alternate approaches those based on geometrical
features of the palm are the most commonly considered to the moment. The systems of identi-
fication created on this ground occupy, by different estimations, from 10 up to 13 percent
from all biometric devices used worldwide today and they are rapidly progressing. Up to now
the palm parameters are mainly measured by means of specialized contact devices (Fig. 1).
Apart from their considerable cost, these devices, when installed in public areas, may cause
both psychological and hygienic inconveniences — one can hardly accept touching what
dozens or even hundreds of people have already touched.

Fig. 1. Palm scanning device
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An effective method for comparing flexible objects suggested in [1] made it possible
to succeed in developing cheap contactless technologies using standard equipment — a person-
al computer and a Web-camera connected to it. The palm is positioned in front of the camera,
and its silhouette image is processed by a computer and compared to the pattern stored in the
database.

In [2] the above-mentioned approach based on so-called circular decomposition was
applied, with some modification, to the problem of comparing palm silhouettes. The sil-
houette of a palm with the fingers is considered as a set of fat lines, each of them representing
the trace left by a circle of variable radius with the centre moving along some curve — the axis
of the fat line. The pack of the axes forms the skeleton of the image that plays important role
in computer graphics. Comparison of skeletons is not enough for palm identification. The
main idea of the approach using circular decomposition is to take into account the "width™ of
the object along its skeleton.

1. Problem posing

Experiments show, that this method allows describing with enough precision the geo-
metrical characteristics of a palm; however it imposes rather rigid restrictions on positioning
the palm in front of the camera. During contactless scanning there may occur significant dis-
tortions caused by nonorthogonality of the palm plane and the sighting line. In addition, al-
though the fingers may be freely disposed relatively to each other, they all should also be as
orthogonal to this line as possible. Bending a finger makes the picture essentially three-
dimensional and this effect cannot be naturally compensated by flat transformations of the
corresponding fat line.

To create the systems allowing less restricted positioning, in the present paper the ad-
vanced approach is offered based on the use of stereo mate images from two video cameras.
This enables us to get the "correct” silhouette of the palm having its two stereo mate sil-
houettes. The correct silhouette is that of the palm with straightened fingers orthogonal to the
sighting line.

2. Techniques used

The suggested approach includes several steps.

a) Calibrating cameras [3].

Calibration means determining the position of the cameras in a certain coordinate sys-
tem and adjusting their internal parameters. This is achieved by placing the sample object (a
unit cube with rectangular grid on the sides) in front of the cameras and identifying similar
points of both images. Then we calculate the coefficients allowing later on to reconstruct the
spatial coordinates of any point on the stereo mate images (Fig. 2).

Fig. 2. Cube stereo mate



b) Getting stereo mate binary images.

Each image is separately segmented; the palm silhouette is obtained and converted to
binary raster image (Fig. 3).

Fig. 3. The silhouettes received from two cameras

c¢) Constructing continuous skeletons of both images.

The skeleton of a figure is defined as a geometric locus of the centers of the circles in-
scribed in it. Constructing a skeleton is a challenging task described in [4].

%

Fig. 4. Skeletons of obtained silhouettes

Next we have to choose a model for a finger. In this paper we consider a finger to be a
three-dimensional fat line representing the trace of the sphere of a variable radius moving
along a continuous curve. Assuming as a first approximation that the palm’s sighting line
does not deflect significantly from the optical axis of the camera we may consider the finger
silhouette skeleton to coincide with the image of the axis of the finger as a spatial fat line (Fig. 4).

d) Identifying skeletons points and calculating spatial disposition of the axes.

Under the made assumptions, it is possible to reconstruct the spatial axis of a finger
using skeletons of the stereo mate of its silhouettes. To do this we need to introduce the well
known notion of epipolar line. Let A be any point on one of the flat images. There exists a
corresponding straight line in the space which is projected to this point. Epipolar line for point
A is defined as the image of this straight line on the other flat image. Having chosen a point
on a skeleton, its stereo mate can be found as the intersection of the other skeleton with the
epipolar line of this point. Using these techniques we can identify corresponding points of
skeletons that make up stereo mates and thus determine spatial disposition of the axes for all
the fingers (Fig. 5).



Fig. 5. Identification of stereo mate points for skeletons

e) "Straightening” the fingers.

Having determined the spatial disposition of a finger’s axis we can calculate finger’s
width as a function of the length parameter. The length is measured in the three-dimensional
space along the finger’s axis and the width is computed by means of simple geometric con-
siderations using the radii of the circles inscribed in the silhouettes. This is sufficient for
“straightening” the fingers, i.e. for drawing them as fat lines with the axes represented by the

segments of the appropriate length (Fig. 6).
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Fig. 6. Straightened fingers in the chosen coordinate system

3. Results obtained

The following chart (Fig. 7) displays two graphs of width function, computed for two
different placements of the same finger. One can verify that the difference does not exceed

5% of the finger’s width.
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Fig. 7. Graphs of width function



Having "straightened” the fingers and turning the palm orthogonal to the sighting line
we reduce the problem to the contactless case with one camera mentioned at the beginning of
this paper. Experiments show that the proposed approach relaxing the restrictions on position-
ing the palm at the same time makes it possible to increase the palm measurement quality. On
the other hand, they also make clear that maximal divergences are observed, as expected, for
considerably bended fingers at the places of their bending.

Conclusion

There are several factors influencing the quality of the model. More precise analysis of
these factors and taking them into account during the calculations may appear useful. The
main sources of errors are:

e The assumption that the finger represents a spatial fat line (actually even to rough
approximation it is obvious that the profile of the finger is rather an ellipse than a circle, with
all consequences following from this fact);

e The assumption that the image of the spatial axis of a finger coincides with the ske-
leton of its flat silhouette (this is only approximately true even for spherical model of the fin-
ger);

e Disregarding the fact that, when bended, the finger changes its shape becoming
stretched on its external side and compressed and folded on its internal side;

e Accumulation of rounding errors according to the chosen procedure of calculation.

To increase the accuracy it is intended to consider more complicated spatial models of
the palm with the fingers, to develop appropriate methods for more accurate positioning the
finger’s axis image on the plane, to implement advanced computing schemes reducing calcu-
lation errors.
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HEURISTICS FOR DETECTION OF AN ALLOTMENT AMONG UNKNOWN
NUMBER OF FUZZY CLUSTERS

D.A. Viattchenin
United Institute of Informatics Problems, National Academy of Sciences of Belarus,
Minsk, Belarus

The paper deals in a preliminary way with the problem of fuzzy clustering with unknown
number of classes. Basic concepts of the AFC-method of fuzzy clustering are considered.
Parameters of the method are described. Heuristics for detecting the allotment among unknown
number of fuzzy clusters are proposed. Some preliminary results are made and ways of further
investigations are stated.

Introduction

Clustering is a process aiming at grouping a set of objects into classes according to the
characteristics of data so that objects within a cluster have high similarity in comparison to
one another and objects in different clusters is dissimilar. Fuzzy sets theory gives an idea of
uncertainty of belongings which is described by a membership function. Fuzzy clustering
methods have been applied effectively in image processing, data analysis, symbol recognition
and modeling. The best known approach to fuzzy clustering is the method of fuzzy c-means,
developed by Bezdek [1]. The fuzzy c-means algorithm is the basis of the family of fuzzy
clustering algorithms. The family of objective function-based fuzzy clustering algorithms
includes

e fuzzy c-means algorithm (FCM): spherical clusters of approximately the same size;

e Gustafson-Kessel algorithm (GK): ellipsoidal clusters with approximately the same
size; there are also axis-parallel variants of this algorithm; can also be used to detect lines;

e Gath-Geva algorithm (GG): ellipsoidal clusters with varying size; there are also
axis-parallel variants of this algorithm; can also be used to detect lines;

e fuzzy c-varieties algorithm (FCV): detection of linear manifolds, that is infinite
lines in 2D data;
fuzzy c-shells algorithm (FCS): detection of circles;
fuzzy c-spherical shells algorithm (FCSS): detection of circles;
fuzzy c-rings algorithm (FCR): detection of circles;
fuzzy c-quadric shells algorithm (FCQS): detection of ellipsoids;
fuzzy c-rectangular shells algorithm (FCRS): detection of rectangles and variants

thereof.

These fuzzy clustering algorithms were proposed by different authors and they are
described in Hoeppner, Klawonn, Kruse and Runkler [2].

The most widespread approach in fuzzy clustering is the optimization approach.
However, heuristic algorithms are very effective in some cases, because heuristic algorithms
of fuzzy clustering are simple. Some heuristic clustering algorithms are based on a definition
of a cluster concept and these algorithms are called algorithms of direct classification or direct
clustering algorithms. A direct fuzzy clustering method was outlined by Viattchenin [3],
where a basic version of direct fuzzy clustering algorithm was described. A detection of a
unique allotment among given number ¢ of fuzzy «-clusters is the aim of classification. So,
the basic version of the algorithm, which is presented in [3] can be called the D-AFC(c)-
algorithm.



The goal of the paper is a consideration of possibilities of an elaboration of the direct
fuzzy clustering algorithm based on the concept of allotment for unknown number of fuzzy
clusters. An idea of a leap in similarity values for finding of the appropriate tolerance
threshold can be useful for the aim. Basic concepts of the fuzzy clustering method based on
the concept of allotment among fuzzy clusters are considered. Parameters of direct fuzzy
clustering procedures are described. Two heuristics for finding the appropriate value of the
tolerance threshold are formulated. Some preliminary conclusions are made.

1. Basic Concepts

Let us remind the basic concepts of the fuzzy clustering method based on the concept
of allotment among fuzzy clusters, which was proposed in [3]. The concept of fuzzy tolerance
is the basis for the concept of fuzzy « -cluster. That is why definition of fuzzy tolerance must
be considered in the first place. Let X ={x,,...,x,} be the initial set of elements and

T:XxX —>[0]] some binary  fuzzy relation on X ={Xg s X, } with
4y (%, %;) €[01], vx;, x; € X being its membership function.
Definition 1. The fuzzy tolerance is the fuzzy binary intransitive relation which

possesses the symmetricity property

(X, X5) = (X5, %), 9%, X € X (1)
and the reflexivity property

e (X, %)=LV e X. (2

Let T be a fuzzy tolerance on X and a be «-level value of T, a (0,1]. Columns or
lines of fuzzy tolerance matrix are fuzzy sets {A',.., A"}. Let {A',..., A"} be fuzzy sets on X,
which are generated by a fuzzy tolerance T .

Definition 2. The «-level fuzzy set A('a) ={(%i 0 Dy (%) Z @, % € X, T e[L,n]} is
fuzzy o-cluster. So A,y c A',ae(01],A' e{A',...,A"} and g, is the membership degree of
the element x, e X for some fuzzy «-cluster A('a),ae(O,l],le[l, n]. Value of « is the

tolerance threshold of fuzzy « -clusters elements.
The membership degree of the element x;, e X for some fuzzy «-cluster

Al €(01],1€[Ln] can be defined as a

|
= H (%), X €A, ’ (3)

0, else
where an a-level A ={x € X |10 (X)) ze},ae(0]] of a fuzzy set A" is the support of the

fuzzy a-cluster A,,. So, condition A} =Supp(A,)) is met for each fuzzy a-cluster

A('a),a €(01],1 €[1,n]. The membership degree can be interpreted as a degree of typicality of
an element to a fuzzy « -cluster.



Definition 3. If T is a fuzzy tolerance on X, where X is the set of elements, and
{AL, . ALy} is the family of fuzzy «-clusters for some « < (0,1], then the point z; € A}, for

7l =arg max s, VX; € Al 4)

is called a typical point of the fuzzy « -cluster Ay,,,a < (0.1],1 €[Ln].

A fuzzy «-cluster can have several typical points. That is why symbol € is the index
of the typical point.

Definition 4. Let RZ(X)={A,,|l=Lc2<c<nac (0]} be a family of fuzzy «a-
clusters for some value of tolerance threshold «,« €(0,1], which are generated by some fuzzy
tolerance T on the initial set of elements X ={x,..., x,}. If a condition

C
E,u” >0,Vx; € X (5)

is met for all Al,.I=1c,c<n, then the family is the allotment of elements of the set
X ={X;,..., Xx,} among fuzzy «-clusters {A('a),l =1,¢c,2<c<n} for some value of the tolerance
threshold «,a €(01].

It should be noted that several allotments Ry (X) can exist for some tolerance
threshold «a,« €(0,1] . That is why symbol z is the index of an allotment.

The condition (5) requires that every object x,,i=1n must be assigned to at least one
fuzzy «a-cluster A('a),l =1,¢,c <n with the membership degree higher than zero. The condition

2<c<n requires that the number of fuzzy «-clusters in Ry (X) must be more than two.

Otherwise, the unique fuzzy «-cluster will contain all objects with different positive
membership degrees.

If some allotment Ry (X) ={A('a) |I=1,c,c<n,aec(01]} corresponds to the formulation

of a concrete problem, then this allotment is an adequate allotment. In particular, if a
condition

icard(A;) >card(X), VA, € R (X),a € (0], card(RY (X)) =c, (6)
1=1
and a condition
card(A, NAl) <w, VA, ALyl =#m,ae(0]], (7)

are met for all fuzzy  clusters A('a),lzl,_c of some  allotment

R;’(X):{A('a) [I=1c,c<nae(01]} then the allotment is the allotment among particularly
separate fuzzy clusters [4]. Obviously, that if w=0 in conditions (6) and (7) then a condition

HAL:X' )



and a condition
card(A, NA]')=0,VA,, Ayl #m,a € (01] (9)

are met for all fuzzy  clusters Al -1c of some  allotment
R (X) ={A('a) |l=1,c,c<n,ae(01]} among fully separate fuzzy clusters [3].

The adequate allotment Ry (X) for some value of tolerance threshold «,« (0] is a

family of ¢ fuzzy clusters which should satisfy either the conditions (6) and (7) or the
conditions (8) and (9). So, the set B(c) of adequate allotments must be constructed in the D-

AFC(c)-algorithm executing process and a unique allotment R*(X) must be selected from
the class of possible solutions B(c) of the classification problem. The general plan of the D-
AFC(c)-algorithm is described in [3].

2. Parameters of Classification Problems

The number ¢ of fuzzy clusters in the allotment sought R*(X) must be fixed and the
number is the parameter of the D-AFC(c)-algorithm. Some other parameters of a clustering
procedure can be considered [3].

Firstly, the tolerance threshold can be determined a priori, so that allotments
R;‘(X):{A('a) |l=1,c,c<n,ae(01]} are constructed for every a,a e[a*]1], where a* is the
tolerance threshold, defined by the researcher.

Secondly, the maximal number w* of elements in the intersection area of fuzzy
clusters in the allotment among particularly separate fuzzy clusters can be considered as a
parameter of the algorithm.

Thirdly, a researcher can determine the minimal number of elements in a fuzzy cluster.

If u is a minimal number in a fuzzy cluster, then card(A')>u, VI=1c, where
Al =Supp(A('a)) for each fuzzy cluster Al,, I=1c, a<(0]. A cluster is non-empty set of

elements. That is why, if the parameter u is not determined, then u=1.
However, the number ¢ of classes in an allotment can be unknown. So, a problem of
detecting the unique allotment among unknown number of fuzzy clusters is arising.

3. Heuristics for Detecting the Threshold Appropriate Value

A unique allotment among unknown number of fuzzy clusters can be selected from the
set of allotments which depends on the tolerance threshold. An idea of a leap in similarity
values for finding of the appropriate value «, of the tolerance threshold can be useful for the

aim. The idea was used by Viattchenin, Matskevich and Sharamet [6] for D-AFC-TC-
algorithm elaboration. An ordered sequence O<¢, <, <...<a, <...<a, <1 of the tolerance

threshold values must be constructed for the solving of the problem of the decomposition of
fuzzy relations. Algorithms of fuzzy tolerances decomposition and the sequence
O<gy<a, <...<a, <...<a, <1 constructing are proposed by Viattchenin [5].

Thus, some value «, of the tolerance threshold must be revealed in the sequence
O<ay<a <...<a,<..<a; <1. For the purpose, two heuristics can be useful [6]. Every
heuristic can be described as a three-step procedure.



First heuristic can be described as follows:

1. Values g, =a, —a,, must be computed for all values «,, ¢=1...,Z-1 in the
sequence O< gy <a; <...<a, <...<ay <1.
2. The value «, which corresponds with ¢ for some maxg,, ¢=1,...,Z -1 must be

selected.
3. If a few maximal g, values are obtained in the set {g,}, ¢=1...,Z -1, then the

value «, which corresponds with the minimal value of the index ¢ must be selected.
Second heuristic can be presented as follows:

1. Values gézaff‘—la must be computed for all values «,, 7=1,...,Z-1 in the
)
sequence O<a, <oy <...<q, <...<a; <1.

2. The value «, which corresponds with ¢ for some ming,, /=1,...,Z -1 must be

selected.
3. If a few minimal g, values are obtained in the set {g,}, ¢=1,...,Z -1, then the

value «, which corresponds with the minimal value of the index ¢ must be selected.
In general, different values of the appropriate value «, of the tolerance threshold can

be revealed by different heuristics. Using of a concrete heuristic depends on a concrete
classification problem.

Conclusion

The approach of elaboration of the family of fuzzy clustering algorithms based on the
concept of allotment among fuzzy clusters for an unknown number of fuzzy clusters in the
sought allotment is outlined in the present paper. The approach based on the idea of a leap in
similarity values. For the purpose, two heuristics were proposed for detecting of the
appropriate value of tolerance threshold.

However, these heuristics must be investigated. Numerical experiments shows that
different values of the tolerance threshold are appropriate for different heuristics. Moreover, a
problem of classification must be formulated for different families of parameters in a case of
an unknown number of classes.
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AN APPLICATION OF ALGORITHMS BASED ON THE CONCEPT OF
ALLOTMENT AMONG FUZZY CLUSTERS TO IMAGE SEGMENTATION

D.A. Viattchenin®, D. Novikau!, A. Damaratski®
! United Institute of Informatics Problems, National Academy of Sciences of Belarus,
Minsk, Belarus;
2 GIS Research and Engineering Centre, Minsk, Belarus;

The paper deals with the problem of segmentation of an satellite image into regions An
approach to image segmentation using of unsupervised fuzzy clustering algorithms based on the
concept of allotment among fuzzy clusters is outlined. Results of application of algorithms to a
real image which was taken by the NOAA satellite are presented. These results are compared
with those obtained from the FCM fuzzy clustering algorithm on the same image. As
demonstrated by the preliminary experimental results, fuzzy clustering algorithms based on the
co